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� Accelerated membrane durability
tests are performed to generate life-
time data.

� An empirical model is developed to
estimate membrane lifetime at use
conditions.

� The model is validated using field
data from the Whistler, BC fuel cell
bus fleet.

� Statistical predictions of membrane
leak initiation time and lifetime are
reported.
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a b s t r a c t

Heavy duty fuel cells used in transportation system applications such as transit buses expose the fuel cell
membranes to conditions that can lead to lifetime-limiting membrane failure via combined chemical and
mechanical degradation. Highly durable membranes and reliable predictive models are therefore needed
in order to achieve the ultimate heavy duty fuel cell lifetime target of 25,000 h. In the present work, an
empirical membrane lifetime model was developed based on laboratory data from a suite of accelerated
membrane durability tests. The model considers the effects of cell voltage, temperature, oxygen con-
centration, humidity cycling, humidity level, and platinum in the membrane using inverse power law
and exponential relationships within the framework of a general log-linear Weibull life-stress statistical
distribution. The obtained model is capable of extrapolating the membrane lifetime from accelerated test
conditions to use level conditions during field operation. Based on typical conditions for the Whistler,
British Columbia fuel cell transit bus fleet, the model predicts a stack lifetime of 17,500 h and a mem-
brane leak initiation time of 9200 h. Validation performed with the aid of a field operated stack
confirmed the initial goal of the model to predict membrane lifetime within 20% of the actual operating
time.

© 2016 Elsevier B.V. All rights reserved.
1. Introduction

There is growing interest in fuel cell cars and buses, due to their
promise of improved fuel economy, zero emissions, and quiet
operation. However, the light duty fuel cell durability target of
5000 h, and the ultimate heavy duty target of 25,000 h, which
corresponds to 12 years or 500,000 miles, are yet to be demon-
strated in field operation [1]. Heavy duty transit buses generally
operate in revenue service in excess of 10 h per day seven days per
week, which is why they require much higher reliability and
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durability than passenger cars. In Whistler, BC, some of the buses
using Ballard FCvelocity®-HD6 stacks exceeded 10,000 h without
failure by the end of the program, whereas the same type of stacks
in London have operated for over 20,000 h [2] and a fuel cell system
module in Thousand Palms, CA surpassed 20,000 h of operation
[3e5]. According to the Clean Urban Transport for Europe (CUTE)
program, a total of 56 hydrogen fuel cell buses were deployed
across Europe between 2010 and 2016 [6]. By showing long term
stability and durability, these buses are paving the way for future
hydrogen fuel cell bus programs [7]. Novel solutions for fuel cell
catalyst and membrane durability are expected to reach or even
exceed the heavy duty lifetime target. Testing of advanced fuel cell
systems for transportation is, however, a challenge, as it requires
several thousand hours, which is not economically feasible. Instead,
accelerated stress tests (ASTs) and accelerated durability tests
(ADTs) are used to estimate durability for comparative purposes,
and/or benchmark materials for stability in fuel cell systems. ASTs
and ADTs induce failure modes observed in the field, in a much
shorter time, and are generally of qualitative character. ASTs are
generally used as a screening method to quickly eliminate low
performers in early stages by exposing the material to much
harsher conditions than those experienced during regular fuel cell
operation. Good performers are then subjected to an ADT for
further evaluation at more realistic conditions, closer to those that
can occur during normal operation, generally in-situ, in a single cell
or stack [8]. Dynamic ADTs cycle the potential, load, temperature,
RH, start/stop events, or apply a bus/car driving cycle [9e11]. Early
membrane failure due to degradation-induced perforations, cracks,
and pinholes can be a limiting factor for fuel cell durability.
Accelerated membrane durability tests (AMDTs) focus on fuel cell
membrane failure modes and durability. The primary failure mode
of fuel cell membranes is believed to be pinhole formation, which
eventually leads to hydrogen leaks that may affect fuel cell per-
formance or exceed a certain safety threshold.

Fuel cell membrane degradation originates in thermal, chemical,
and mechanical degradation mechanisms. Thermal membrane
degradation can be caused by decomposition of side chain groups
in the ionomer at high temperature; membrane blistering from the
heat of reactions of crossover gases in a leaky membrane; or
membrane deformation due to ice formation at subfreezing tem-
peratures [12]. Chemical degradation is caused by radical attack of
the ionomer, whereby the hydroxyl (OH�), hydroperoxyl (HOO�),
and hydrogen (H�) radicals have been identified as potentially
harmful to the membrane [13]. Radicals can form in the catalyst
layers or as a result of hydrogen peroxide decomposition in the
presence of Fenton's reagents such as Fe2þ in themembrane [14,15].
Hydrogen peroxide may form as an intermediate of the oxygen
reduction reaction (ORR) at the cathode and from crossover oxygen
that meets hydrogen at the anode [16e21]. The electrochemical
reaction for hydrogen peroxide (H2O2) formation via the two-
electron ORR in the catalyst layers is [22]:

O2þ2Hþ þ2e�/H2O2 E2e ¼ 0:695V vs: SHE (1)

H2O2 formed at the electrodes can diffuse into the membrane
and decompose into OH� via the Fenton's reaction in the presence
of a ferrous iron, Fe2þ:

Fe2þþ H2O2þ Hþ /Fe3þþOH$þH2O (2)

Direct formation of hydroxyl radicals can also occur on Pt sur-
faces, without peroxide intermediates [23]. Polymer side chain
degradation in chemically stabilized perfluorosulfonic acid (PFSA)
ionomer membranes is predominantly due to OH� radical attack on
the first ether bond in the aeOCF2e group [24]. Attack by H� may
occur to a smaller extent at the tertiary carbon CeF bond on the
main and side chains, while attack by OH� occurs solely on the side
chain, specifically at the a-O�C bond [25]. Cell voltages close to
open circuit voltage (OCV) are known to lead to high levels of
chemical degradation [26], resulting in a gradual loss of membrane
material, evidenced by general membrane thinning and fluoride
release in effluent water [8]. The recently proposed iron redox cycle
in the membrane, which has been shown to control the harmful
Fe2þ concentration in the membrane through reaction-transport
phenomena of mobile and redox active iron ions, elucidated the
fundamental mechanism of increased chemical membrane degra-
dation at high voltages [27]. Furthermore, membrane hydration
levels influence reactant partial pressures, permeability, and
thickness [28]. Fuel cell operation at dry conditions leads to
increased membrane degradation due to increased anode H2O2
production [29]. Thus, adequate humidification of the membrane is
crucial for membrane health and durability. Chemical stabilization
of PFSA polymer end groups [30] and use of additives, such as
cerium and manganese radical scavengers, are promising mitiga-
tion strategies for chemical degradation [31,32]. Chemical mem-
brane degradation has been shown to have a strong impact on
mechanical membrane properties. Nafion® membrane samples
degraded under OCV conditions exhibited a decline in fracture
stress and strain due to molecular weight reduction caused by
chemical degradation [33]. Furthermore, membrane ductility de-
creases more significantly when exposed to chemical degradation
compared to mechanical degradation [34].

Mechanical stress is a result of the membrane's response to
humidity and temperature changes in a constrained fuel cell, which
can eventually lead to mechanical membrane degradation in the
form of polymer fatigue and creep [35]. Mechanical stress from
frequent swelling and shrinking results in a decrease in membrane
stiffness and strength [36], as well as the formation of pinholes,
cracks, and tears on the surface or in the bulk of themembrane [37].
Non-uniform stress distribution due to temperature gradients in-
duces localized bending stress, which causes delamination be-
tween the membrane, electrodes, and gas diffusion layers [38].
Physical membrane reinforcement with a porous polymer matrix,
fibers, or inorganic materials are ways to enhance mechanical
endurance in membranes [39].

Coupled chemical andmechanical stress exacerbatesmembrane
degradation more than chemical and mechanical degradation
applied separately [16]. Membrane fracture, cracks, rips, tears, and
pinholes are likely to form faster in the presence of underlying
chemical degradation [40]. Results of mechanical testing show a
rapid reduction in CCM ductility and fracture strain together with a
significant decrease in ultimate tensile strength as a function of
cyclic OCV (COCV) AST cycling [40,41], which applies coupled
chemical and mechanical stress. Both stressors are present during
fuel cell operation, which is why coupled chemical and mechanical
degradation successfully generates typical membrane failure
modes observed in the field such as local membrane thinning, crack
and pinhole formation, or delamination from the catalyst layers
[42].

Fuel cells can experience local potential spikes at the cathode
during start-ups from an air-air state and during shut-downs,
leading to Pt dissolution, corrosion of carbon support, and migra-
tion of platinum from the cathode catalyst layer into themembrane
[43e45]. A protective platinum oxide (PtO) film forms on the
catalyst surface at potentials above 0.9 V. The PtO film is stripped
away as the potential cycles below 0.9 V, causing instability of PtePt
bonds in the first and second atomic layers, and exposing them to
dissolution [46]. Dissolved Pt ions are chemically reduced by
crossover H2 permeating through the membrane from the anode,
resulting in Pt particle deposition in the membrane and the for-
mation of a densely packed Pt band at a specific distance from the
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cathode [47e50], where the molar flux of O2 is equal to half of the
molar flux of H2, i.e., both gases are completely consumed to form
water [51]. Both positive [42,52e54] and negative [12,51,55e58]
reports have been published on the effect of platinum in the
membrane (PITM) on membrane stability. Platinum particle size,
shape, location, and distribution in themembrane can influence the
effect of PITM [12,57e59] onmembrane stability. Dendritic and star
shaped particles formed during fuel cell bus operation were found
to enhance membrane durability due to the presence of Pt (111) on
their surface [60].

Prediction of fuel cell lifetime under field conditions is a major
challenge that requires significant fundamental insight regarding
degradation mechanisms and failure modes as well as a reliable
method for extrapolation from accelerated stress and durability
tests conducted in the laboratory. The predictive capability of an
empirical model is closely connected to the quality of the experi-
mental data that the model uses. Some examples of commonly
applied experimental designs are: full factorials, fractional facto-
rials, screening experiments, response surface analysis, evolu-
tionary operations, and mixture experiments [61]. A full factorial
includes all possible combinations of factors, including main effects
and interaction effects. Fractional factorial designs are often
preferred, as they are capable of evaluating more factors with fewer
runs by assuming that higher order interactions are not significant
[61]. Plackett-Burman and Taguchi designs represent screening
experiments that fully or partially ignore interaction effects.
Response surface analysis uses a series of full factorial experiments
to generate mathematical equations describing how factors affect
the response. Acceleration models are usually based on the physics
or chemistry underlying a particular failure mechanism. The most
powerful models are: Arrhenius, Eyring, the (inverse) power rule
for voltage, the exponential voltage model, two temperature/
voltage models, the electro-migration model, three stress models
(temperature, voltage, and humidity), and the Coffin-Manson me-
chanical crack growth model [62,63]. Some basic lifetime distri-
butionmodels are: exponential, Weibull, extreme value, lognormal,
gamma, Birnbaum-Saunders, and proportional hazards.

Most existing lifetime prediction models for fuel cells use per-
formance loss to quantify the level of degradation, e.g., a 10%
voltage loss [64e67]. A current decay trend was fit to a Weibull-
Arrhenius failure distribution to predict the lifetime of a direct
methanol fuel cell subjected to a series of start/stop protocols at
multiple temperature levels [68,69]. In another case, linear
regression was used to fit impedance spectra during static and
dynamic load ageing tests in order to estimate fuel cell lifetime [70].
However, these models were only able to predict lifetime within
the measured range, which was relatively short compared to the
lifetimes expected from fuel cell vehicles. Although it is difficult to
obtain fuel cell membrane lifetime data from the field, empirical
model results should be close to or exceed the known lifetime of
operating fuel cells. The lifetime of a stationary PEM fuel cell
membrane was estimated by fitting temperature and RH lifetime
data to a Weibull e Arrhenius life stress combination [71]. Cyclic
mechanical stress has also been used as a primary stressor for
lifetime prediction, and the results showed an exponential decrease
of membrane lifetime based on an increasing RH cycling amplitude
[72].

The objective of the present work is to develop an empirical
model for fuel cell membrane lifetime prediction under field
operating conditions, with a focus on heavy duty fuel cells for
transit bus applications. The approach considers combined chem-
ical and mechanical membrane degradation as well as the presence
of Pt in the membrane. The first part describes the empirical
modeling methods proposed for membrane life extrapolation from
accelerated conditions to use level conditions. The second part
deals with the AMDT protocols and results with regards to selection
of main stressors, stressor levels, and experimental design. Finally,
the results of model validation are provided by comparing model
predictions to real-world field data. This work is meant to serve as a
benchmark for polymer electrolyte fuel cell durability testing and
lifetime prediction. The approaches used are interchangeable, and
can be adjusted to meet the needs of other fuel cell components
and applications. Ideally, the goal is to establish an empirical model
that is capable of predicting membrane lifetime within 20% of the
real operating time.

2. Empirical model description

Accelerated life testing was first used to quantify membrane life
characteristics for lifetime prediction purposes with the empirical
models. An accelerated membrane durability test (AMDT) meth-
odology was developed for this purpose, which considers a set of
stressors applied at elevated levels compared to field operating
conditions while ensuring consistent failure modes [42]. The AMDT
was designed to generate combined chemical and mechanical
membrane degradation based on mechanisms known to occur
during field operation. In this context, the most relevant stressors
considered for this work were: cell voltage, temperature, humidity
level, humidity cycling, and oxygen concentration. Additionally, the
stabilizing effect of the Pt band that forms due to catalyst degra-
dation during duty cycle operation was considered as a reverse
(favorable) stressor. Membrane lifetime as a function of stressor
levels was determined using an experimental design that included
two to three stress levels for each stressor in order to create a decay
curve. The baseline AMDT protocol represented the most stressful
situation for the fuel cell membrane in the field in terms of voltage,
i.e., high voltage during idle conditions, which leads to an increased
rate of chemical membrane degradation. Moreover, the AMDT
applied coupled chemical and mechanical stress via elevated
voltage and RH cycling, while elevated temperature and oxygen
concentration were used to further reduce membrane time-to-
failure via increased rates of hydrogen peroxide and radical for-
mation and enhanced hygrothermal stress. The effect of PITM on
membrane stability was implemented by means of an artificially
generated Pt band in the membrane. Further details on the AMDT
are provided in the Experimental section. Quantitative analysis of
AMDT lifetimewas done via empirical models, which estimated the
lifetime at use conditions with appropriate degradation functions
and statistical distributions. Two empirical modeling methods
were developed based on overall stack lifetime and individual MEA
lifetime, as described in the following subsections.

2.1. Stack level empirical lifetime model

The stack lifetime prediction approach is based on AMDT stack
failure times and does not account for interactions between
stressors. Least square approximation of AMDT stack lifetime data
was used to derive first order polynomial equations that describe
the effect of each individual stressor on themembrane lifetime. The
obtained equations were then used to calculate the expected stack
lifetime at use conditions for each stressor. In general, acceleration
factors (AFs) were determined by the ratio of the estimated use
level lifetime for each stressor and the AMDT stack lifetime. The
overall stack lifetime prediction approach is illustrated by the
flowchart in Fig. 1.

The model starts with the average stack lifetime of four baseline
AMDT runs. The first AF represents the effect of cell voltage, which
was deemed the most influential stressor in this work, considering
its dominant role in the iron ion redox cycle that controls the rate of
chemical degradation during fuel cell operation [27]. The expected



Fig. 1. Stack level method for membrane lifetime prediction.

N. Macauley et al. / Journal of Power Sources 336 (2016) 240e250 243
AMDT lifetime at the average use level voltage was calculated from
the equation found by least square approximation of the AMDT
lifetime at three different voltage levels. The AF for voltage was
found as the ratio of the AMDT lifetime at the average use level
voltage and the baseline voltage. Voltage is a relatively strong factor
compared to the other parameters and was therefore prioritized by
considering a relatively wide range in the critical region of cell
voltages. Furthermore, a provision for multiple voltage levels was
included in the model based on a weighted average in order to
account for variable voltages during regular duty cycle operation in
the field. The second AF represents the combined effects of relative
humidity (RH), which is of relevance for both chemical and me-
chanical degradation through the effective membrane hydration
level and humidity cycling, respectively. The average use RH level
was therefore used for the chemical portion of the AF while the
amplitude of RH cycling was used for the mechanical portion,
relative to the corresponding AMDT stressor levels. The third AF,
representing O2 concentration, was obtained by the ratio of the
AMDT stack lifetimes at 21% and 45% O2. This AF was used as a fixed
accelerator to increase chemical degradation (via hydrogen
peroxide formation from oxygen) during the AMDT experiments,
considering that most use level applications would operate at 21%
O2 (air conditions). Next, the membrane lifetime was found at the
average use level temperature by using the least square equation
found from AMDT membrane lifetime data at three different tem-
perature levels. This stressor is expected to accelerate both chem-
ical and mechanical degradation. The AF for temperature was then
calculated as the ratio of AMDT lifetime at the average use level and
the baseline. Finally, the AF for PITMwas found as the ratio of AMDT
lifetime with artificially generated PITM at use level and baseline
AMDT lifetime without PITM. PITM has a reverse acceleration fac-
tor, due to the mitigating effect of the Pt band in the membrane
[54,60]. The final outcome of the empirical model is the predicted
stack lifetime at use level conditions, which is obtained by multi-
plying the AMDT baseline stack lifetime by all five AFs. The entire
calculation is summarized by Eq. (3), where the respective posi-
tions of the factors are irrelevant.

BðV ;RH;Ox; T ; PITMÞ ¼
Xn
i¼1

ðLi*FiÞ*AFRH*AFO2*AFT*AFPITM (3)

Here, B is the use level stack lifetime, Li is the AMDT lifetime at
voltage i, and Fi is the use level frequency of voltage i.
2.2. MEA level empirical lifetime model

The MEA level prediction takes into account interactions be-
tween stressors, individual MEA lifetimes, and suspended cells for
the calculation of AFs. Suspended cells represent the cells that did
not fail during the AMDT, and their failure time is therefore un-
known. Since individual cell leak rates were only measured at the
end of the AMDT, their initiation times were numerically estimated
with the aid of an optimization method, Genetic Algorithm (GA),
available in the optimization toolbox of MATLAB. The main
assumption used here is that the sum of the leak rates of individual
cells at end-of-life (EOL) is equal to the total measured stack leak
rate. In order to calculate the leak initiation time of each cell in the
stack, it was further assumed that all cells have an identical leak
growth rate during the transition period from leak initiation to
failure, because theywere all exposed to the same conditions in the
stack. The stack leak rate was measured every 48 h during the
AMDT. Therefore, the stack leak rate 48 h prior to failure is also
known. The process can thus bemodeled by a linear fit between the
last two leak rate measurements in time, where the intercept with
the time axis (zero leak rate) represents the leak initiation time.
Similarly, the individual leak rates of all ten cells in the stack can be
modeled by a line with the same slope, but with various initiation
times. The sum of all individual cell leak rates can then be written
as:

y ¼
X

i¼1;…10

�
Li� x*11 ðT2 � xiÞ* Heaviside ðT2 � xiÞ

�2

þ
�
PL�

X
j¼1;…10

�
x*11

�
T1 � xj

�* Heaviside �T1 � xj
���2

(4)

where y is the measured stack leak rate at EOL; x1, x2,…., x10 are the
cell initiation times; L1, L2,…, L10 are the measured cell leak rates at
EOL; x11 is the cell leak growth rate, which is identical for all cells;
PL is the previous stack leak rate measured before failure at time T1,
and T2 is the time at which the EOL leak rate was measured. The GA
was used to minimize the error of Eq. (4) and numerically deter-
mine the leak initiation time of each MEA as well as the cell leak
growth rate. The equation was squared to avoid negative numbers
while the Heaviside step function was used to eliminate any leak
contributions before initiation, i.e. with a leak value less than zero.
The Heaviside is a discontinuous function which is zero for a
negative argument and one for a positive argument. The resulting
initiation times were then used as inputs for calculating the failure
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time at which each cell would reach a leak rate of 10 sccm, based on
the acquired leak growth rate.

The probability density function (pdf) and cumulative distri-
bution function (cdf) are statistical functions used to describe a life
distribution. Once known, almost any other reliability measure of
interest can be derived or obtained from them. If P(x) is the cdf and
p(t) is the pdf, then:

PðxÞ ¼
Zx
�∞

pðtÞdt (5)

P
0 ðxÞ ¼ pðxÞ (6)

The probability of a lifetime within a certain range of time is
given by the integral of the pdf in that range. The pdf is nonnegative
everywhere, and its integral over the entire space is equal to one. In
the present case, theWeibull life distributionwas determined to be
the most suitable statistical function to generalize the character-
istics of the available membrane lifetime data, and was therefore
chosen in all stressor life distributions. In its most general form, the
three-parameter Weibull pdf is defined by:

f ðtÞ ¼ b

h

�
t � g

h

�b�1
e
�
�

t�g
h

�b

(7)

where b is the shape parameter, h is the scale parameter, and g is
the location parameter. The three-parameter Weibull cdf, F(t), is
equal to the unreliability, Q(t):

QðtÞ ¼ FðtÞ ¼ 1� e
�
�

t�g
h

�b

(8)

The reliability function for the three-parameter Weibull distri-
bution, R(t), is then given by:

RðtÞ ¼ e
�
�

t�g
h

�b

(9)

The Weibull failure rate function, l(t), is given by:

lðtÞ ¼ f ðtÞ
RðtÞ ¼

b

h

�
t � g

h

�b�1
(10)

Populations with b < 1 exhibit a failure rate that decreases with
time, while populations with b ¼ 1 have a constant failure rate and
populations with b > 1 have a failure rate that increases with time.
When using multiple accelerating stresses, a general multivariate
relationship is also needed. Such a relationship is the general log-
linear (GLL) relationship, which describes a life characteristic as a
function of a vector of n stresses, or X ¼ (X1, X2, …Xn). In the GLL
relationship each stress type can have different underlying re-
lationships, but generally share the same underlying life distribu-
tion [73]. Mathematically the relationship is given by:

LðX Þ ¼ ea0þ
Pn

j¼1
ajXj (11)

where a0 and aj aremodel parameters and X is a vector of n stresses.
The GLL-Weibull model allows the user to choose individual
transformation functions for each stressor, and can be derived by
setting the Weibull scale parameter h ¼ L(X), yielding the following
GLL-Weibull pdf:
f ðt;XÞ ¼ b,tb�1e
�b

�
a0þ
Pn

j¼1
ajXj

�
e�tbe

�b

�
a0þ
Pn

j¼1
ajXj

�
(12)

where the total number of unknowns to solve for is n þ 2 (i.e.,
coefficients b, a0, a1, …, an). Separate functions were assigned to
each individual stressor for the empirical model, e.g., a power law
for cell voltage and an Arrhenius relationship for temperature. The
Arrhenius reaction rate equation is given by:

RðtÞ ¼ Ae�
EA
KT (13)

where R is the speed of reaction; A is a non-thermal constant; E is
the activation energy (eV); K is the Boltzmann constant
(8.6 � 10�5 eV K�1); and T is the absolute temperature (K). The
Arrhenius life-stress model is formulated by assuming that life is
proportional to the inverse reaction rate of the process; thus, the
Arrhenius life-stress relationship is given by:

LðVÞ ¼ Ce
B
V (14)

where L represents a quantifiable life measure, such as mean life,
characteristic life, median life, or B(x) life; V represents the stress
level (formulated as temperature in absolute units); and B and C
(C>0) are model parameters. The inverse power law (IPL) model (or
relationship) is commonly used for non-thermal accelerated
stresses and is given by:

LðVÞ ¼ 1
KVn (15)

where K (K>0) and n are model parameters. This expression was
used to represent the effect of cell voltage. The exponential function
was used as a default when no transformation function is assigned,
which was the case for oxygen concentration. The RH cycling and
PITM effects were assigned indicator values 0 and 1, where 0 in-
dicates the presence of RH cycling and no PITM, and 1 indicates
100% RH and the presence of PITM, respectively. The exponential
function was assigned to the indicator values as well. The expo-
nential distribution is commonly used for components or systems
exhibiting a constant failure rate. In its most general case, the two-
parameter exponential distribution is defined by:

f ðtÞ ¼ le�lðt�gÞ (16)

where l is the constant failure rate in failures per unit of mea-
surement (e.g., failures per hour, per cycle, etc.) and g is the location
parameter. In addition, l¼1/m where m is the mean time between
failures (or to failure). If the location parameter, g, is assumed to be
zero, the distribution becomes the one-parameter exponential
function:

f ðtÞ ¼ le�lðtÞ (17)

The GLL relationship for the five stressors in the present case
then becomes:

h ¼ ea0þa1
1
V1
þa2 lnðV2Þþa3V3þa4V4þa5V5 (18)

The resulting relationship after performing the transformations
is:

h ¼ ea0ea1
1
V1ea2 lnðV2Þea3V3ea4V4ea5V5 ¼ ea0ea1

1
V1Va2

2 ea3V3ea4V4ea5V5

(19)
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Therefore, the parameter B of the Arrhenius relationship in Eq.
(14) is equal to the log-linear coefficient a1, and the parameter n of
the inverse power law relationship is equal to (�a2). Symbols
a3,a4,a5 are the log-linear coefficients for the exponential distri-
bution of O2 concentration, RH cycling, and PITM. Therefore, h can
also be written as:

h ¼ ea0e
B
V1Vn

2 e
a3V3ea4V4ea5V5 (20)

The activation energy of the Arrhenius relationship can be
calculated by multiplying B with the Boltzmann constant.
Maximum Likelihood Estimation (MLE) was used to calculate the
parameters of the GLL-Weibull distribution and AFs. This method
takes into account suspended cells, i.e., those that did not fail at the
end of the experiment. The expression used is:
lnðlÞ ¼ L ¼
XFe
i¼1

Ni ln

2
6664b$Tb�1

i e�Tb
i $e

�b

�
a0þ
Pn

j¼1
aj xi$j

�
e
�b

�
a0þ
Pn

j¼1
ajxi$j

�37775�
XS
i¼1

N
0
i

�
T

0
i

�b
e
�b

�
a0þ
Pn

j¼1
ajxi$j

�
þ
XFI
i¼1

N
00
i ln
h
R

00
Li � R

00
Ri

i
(21)
R
00
Li ¼ e

�

0
@T

00
Li
e
a0þ
Pn

j¼1
ajXj

1
A

b

(22)

R
00
Ri
¼ e

�

0
@T

00
Ri
e
a0þ
Pn

j¼1
ajXj

1
A

b

(23)

whereFe is the number of groups of exact time-to-failure data
points; Ni is the number of time-to-failure points in the ith time-to-
failure data group; l is the failure rate parameter; Ti is the exact
failure time of the ith group; S is the number of groups of suspension
data points. N

0
i is the number of suspensions in the ith group of

suspension data points; T
0
i is the AMDT lifetime of the ith suspension

data group; FI is the number of interval data groups; N
00
i is the

number of intervals in the ith group of data intervals; T
00
Li

is the
beginning of the ith interval; and T

00
Ri
is the end of the ith interval.

3. Experimental

3.1. Membrane electrode assembly (MEA) fabrication

Catalyzed gas diffusion electrodes (GDEs) were fabricated by
coating a micro-porous layer made of polytetrafluoroethylene
(PTFE) and carbon black on a non-woven carbon paper gas diffusion
layer substrate, followed by coating a catalyst layermade of carbon-
supported platinum catalyst and perfluorosulfonic acid (PFSA)
ionomer [17]. MEAs were prepared by hot-pressing a standard non-
reinforced PFSA ionomer membranewith anode and cathode GDEs.

3.2. Stack assembly and test station

The MEAs were used to build a ten-cell stack with graphitic
bipolar plates using co-flow parallel straight channels. A pressur-
ized bladder ensured uniform compression between MEAs and
bipolar plates. External and internal gas leak tests were done before
installation of the stack on a test station. Dry reactant gases flowed
through a humidification drum filled with water at the required
temperature to provide the desired gas humidification. The stack
was conditioned by holding the current at 135 A for 24 h prior to
the AMDT. Stack failure was defined as an internal leak rate of 100
sccm through the membrane.
3.3. AMDT protocols

The baseline AMDT applied coupled chemical and mechanical
stress with a voltage hold at 9 V and RH cycling at 85 �C and 45% O2
[42]. Flow rates of 5 and 10 slpm H2 and O2 gas flow were used,
respectively. Complementary tests investigated the effects of RH
cycling, voltage, temperature, O2 concentration, and platinum in
the membrane (PITM). Membrane lifetime differences between
AMDTs with RH cycling and AMDTs operated at 90% and 100%
constant RH captured the effect of RH on chemical degradation, as
well as the effect of combined chemical-mechanical degradation.
Two additional voltage and temperature levels were tested in order
to obtain membrane lifetime as a function of voltage and temper-
ature. These stressors were prioritized in the experiments due to
their dominating role in the chemical degradation process and
rates, which are particularly severe at high cell voltage [27] and
high temperature. The complementary cell voltage and tempera-
ture levels were 0.75 V, 0.82 V, 75 �C, and 90 �C. Additional tests
were conducted with air at the cathode (21% O2) in order to assess
the accelerating effect of the elevated O2 concentration used in the
baseline AMDT. Because field operated membranes developed a Pt
band, supplementary tests with PITM were also deemed necessary.
Contrary to common claims, membranes with a Pt band displayed
superior durability than freshly manufactured membranes when
exposed to OCV AST conditions by reducing the rate of chemical
degradation [54]. The effect of PITM was further studied under
AMDT conditions by applying 1000 PITM generating cycles in-situ
prior to baseline AMDT exposure. The resulting Pt band concen-
tration and structure of Pt particles closely resembled the Pt
structure of field membranes. More information on the structure of
artificially generated PITM can be found in Ref. [52].
3.4. Characterization methods

The AMDT experiments were monitored regularly with in-situ
and ex-situ characterization methods. In-situ methods included
temperature and pressure sensors inserted in the inlet and outlet
manifold fixtures. Tests were monitored with appropriate sensors
and alarms to ensure safe operation. Internal and external gas leak
tests were performed on the stack every 48 h to assess membrane
health. The internal leak test used pressurized air directed into the
anode inlet in a dead ended configuration at 300 mbarg over-
pressure. The leak rate was measured by the amount of air that
leaked through the membrane to the cathode in 1 min. The same
method was applied to measure the crossover from cathode to
anode, and the average leak rate of the two tests was calculated.



Fig. 2. AMDT lifetime decay trends with respect to a) voltage and b) temperature.
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External leak rates were measured similarly between the cathode
and coolant flow channels and between the anode and coolant flow
channels. Effluent water was collected and analyzed to track the
total fluoride release from themembrane using amethod described
in Ref. [41]. The stack was considered having failed above an in-
ternal leak rate of 100 sccm, corresponding to 10 sccm per cell. After
failure, the stack was disassembled, and individual MEA leak tests
were performed. Analysis by Infra-Red camera (Kaiser RTI T620
FLIR) was done to identify the leak locations. In the IR camera test,
hydrogen was supplied under a firmly fixed MEA in a custom
fixture and reacted with oxygen from air when it leaked through
themembrane. The resulting heat generation from the reactionwas
captured by the IR camera. The least andmost damagedMEAs were
further inspected by a Philips XL30 scanning electron microscope
(SEM). Samples were prepared by casting MEAs in epoxy pucks
polished in a Struers TegraPol-11 polisher with 120e1200 grit sil-
icon carbide paper and carbon coatedwith an Edwards Scancoat Six
Sputter Coater. Micrographs were taken using a backscatter de-
tector at 20 kV. The membrane thickness at twelve randomly
selected locations (using an average of four measurements) and the
morphology of the most damaged regions (identified by IR imag-
ing) were characterized from cross-sectional and surface images,
respectively. Membrane thinning was identified in cases where the
average membrane thickness was below three standard deviations
of the initial membrane thickness. Energy-dispersive X-ray spec-
troscopy (EDS) was used to measure the Pt concentration of the Pt
band in the membrane.

The H2/N2 method was used to measure the individual leak rate
of MEAs in field operated heavy duty fuel cell stacks [74]. In this
method, hydrogen was injected at the anode and nitrogen at the
cathode at 30 �C with an anode overpressure of 0.3 barg. The
amount of hydrogen leaking through the membrane to the cathode
was quantified from the measured cathode potential, correlated to
a specific leak rate. The relationship between the leak rate from
anode to cathode and the flow rates and pressures is given by:

PH;cathode ¼
L

QN þ Qw þ L
(24)

Qw ¼ Pw
Pc

ðQN þ QwÞ ¼
Pw
Pc
QN

1� Pw
Pc

(25)
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where L is the leak rate (cm3-H2min�1); Pa and Pc are the anode and
cathode pressures; QN, Qw, and QH are the nitrogen, water vapor,
and hydrogen flow rates at the cathode; and Pw is the saturation
vapor pressure of water. QH ¼ L is the steady state mass balance of
H2. The result of the H2/N2 test is the estimated H2 leak rate through
each membrane (cell) in the stack. Assuming laminar gas flow
through the membrane holes, the HagenePoiseuille equation was
used to obtain the following linear relationship between leak rates
and pressures to convert air flow rate to the corresponding H2 flow
rate:
LH
LA

¼ mA
mH

� PH
PA

(28)

where LA is the air leak rate; PA is the air pressure; and mH and mA are
the dynamic viscosities of H2 and air, respectively. The ratio be-
tween the dynamic viscosities of air and H2 is ~2. Hence, a factor of
1.2 was applied to convert air flow rates at 0.5 barg to H2 flow rates
at 0.3 barg.
4. Results and discussion

The AMDTs used for empirical modeling followed a five factor
experimental design with mixed two and three levels of stressors.
Voltage, temperature, and RH were investigated at three stress
levels, while O2 concentration and PITM had two stress levels. The
results of the baseline and complementary AMDTs are summarized
in Table 1, along with the operating conditions used in each case.
Significant lifetime differences were observed at constant RH
compared to the baseline AMDT, representing a strong effect of RH
cycling. Failure modes observed with RH cycling were also notably
different, with more cracks and tears, larger rougher holes, and
more localized thinning. The constant RH membranes were
exposed to pure chemical degradation, which resulted in global
thinning, divot formation, and small pinholes with smooth sur-
rounding membrane structure. Pinholes were observed in all re-
gions of the MEA, i.e., at inlet, middle, and outlet regions. Air
conditions resulted in a significant lifetime extension compared to
the baseline AMDT, with less damage to the membrane.

The obtained AMDT lifetime decay trends for voltage and tem-
perature are shown in Fig. 2. Power law decay in AMDT lifetimewas



Table 2
GLL-Weibull distribution coefficients.

Leak initiation time Failure time

b 5.56 5.39
a0 (h) 36.50 38.17
a1 �0.07 �0.07
a2 �5.54 �5.50
a3 0.79 0.97
a4 �0.02 �0.02
a5 0.44 0.50
h (h) 19004 28703

N. Macauley et al. / Journal of Power Sources 336 (2016) 240e250 247
observed with increasing voltage. Similarly, an exponential decay
in AMDT lifetime was observed with increasing temperature. These
trends confirm the relevance of the inverse power law and Arrhe-
nius relationships used for voltage and temperature, respectively,
in the empirical model. A significant interaction effect was found
between voltage and temperature, whereby the effect of voltage
decreased with increasing temperature and the effect of tempera-
ture decreased with increasing voltage. MEAs with PITM exhibited
a significant lifetime extension compared to the baseline AMDT.
Furthermore, no significant membrane thinning was found, which
is consistent with the relatively low fluoride release rate measured
in the effluent water [42]. Thus, it was concluded that PITM
enhanced the membrane stability by mitigating chemical degra-
dation [54]. The lifetime variations between the various factor
stress levels were used to calculate the AFs for the empirical model,
where PITM had an inverse AF. In addition to predicting the use
level membrane failure time based on an AMDT leak rate of 10 sccm
per cell or 100 sccm per stack, the AMDT stack leak initiation time
was used to predict the use level membrane leak initiation time.

In the stack level prediction, acceleration factors for RH cycling,
O2 concentration, voltage, temperature, and PITM were calculated
as the ratio of the predicted membrane lifetime at the use level of
each stressor and the membrane lifetime at baseline AMDT con-
ditions. The AMDT lifetime at the weighted average voltage during
field operation was multiplied by the AFs for RH cycling, temper-
ature, O2 concentration, and PITM to predict themembrane lifetime
at use level. In the present case, the predicted membrane lifetime
and leak initiation time were calculated based on the typical
operating conditions of the fuel cell transit bus fleet in Whistler,
British Columbia. The stack level predictions for a Whistler, BC fuel
cell bus resulted in an anticipated membrane leak initiation time of
9200 h and a membrane lifetime of 17,500 h.

The MEA level membrane lifetime prediction model utilized the
AMDT lifetime of individual cells rather than the overall stack
lifetime. Stressor interactions and suspended cells were also
considered. The genetic algorithm (GA) was used to calculate the
AMDT leak initiation and failure times of individual MEAs required
for the GLL-Weibull life-stress distribution, and the maximum
likelihood method was used to calculate the GLL-Weibull distri-
bution parameters, with results shown in Table 2.

Here, b represents the shape parameter of the Weibull distri-
bution; h is the scale parameter or characteristic life; a0 is a general
model parameter, a constant related to the transformations;a1 is
the Arrhenius parameter used for temperature; (�a2) is the inverse
power law parameter used for voltage; and a3,a4,a5 are the log-
linear coefficients for the exponential distribution used for RH,
PITM, and O2 concentration. b > 1 indicates the presence of product
wear out, i.e., an increasing failure rate in time.
Table 1
AMDT results used for empirical modeling.

Voltage (V) Temperature (�C) RH (%) O2 (%) PITM Cycles Lifetime (h)

0.9 85 Cycling 45 e 270
0.9 85 100% 45 e 600
0.9 85 90% 45 e 470
0.9 85 Cycling 21 e 420
0.9 85 Cycling 45 1000 400
0.82 85 Cycling 21 e 830
0.9 75 Cycling 45 e 480
0.9 90 Cycling 45 e 180
0.82 85 Cycling 45 e 340
0.75 75 Cycling 45 e 1510
0.82 75 Cycling 45 e 690
0.75 85 Cycling 45 e 520
0.9 90 Cycling 21 e 340
Again, using the typical conditions for the Whistler, BC fuel cell
buses as a representative example, graphs of the obtained unreli-
ability (or cumulative distribution function) and probability density
functions for the membrane leak initiation and failure times are
shown in Fig. 3. The expected characteristics of the Weibull life
distribution are evident in these results. It is observed that most
cells are predicted to develop membrane leak initiation after
approximately 5000e25,000 h of operation and membrane failure
after 10,000e40,000 h, which indicates significant cell-to-cell
lifetime variability. Two-sided 95% confidence intervals are
included to indicate the statistical uncertainty of the predicted
results. The confidence bounds become wider when moving to-
ward higher unreliability (longer lifetimes), indicating greater un-
certainty in those regions due to extrapolation. The target reliability
line is shown at 90%, i.e., 10% unreliability (B10). Based on the MEA
level empirical model, 10% of the MEAs would initiate with leaks at
(or before) 12,700 h, and 10% of the cells would fail at 18,900 h. The
statistical uncertainty of these results is likely dominated by the
variation in baseline AMDT lifetimes and the uncertainty associated
with the GA generated initiation and failure times. The predicted
leak initiation time of the stack level model applied to the same
case was 9200 h, which is close to B3.4 in the MEA level unreli-
ability. The stack level prediction of 17,500 h failure time is close to
B7 in the MEA level prediction.
5. Empirical model validation

The Whistler, BC fuel cell bus fleet program was successfully
completed in March 2014 after more than four years of operation
without fuel cell stack failure [75]. A 9800 h field operated heavy
duty fuel cell stack from this programwas used for validation of the
empirical model. The H2/N2 method was used to determine MEA
leak rates in-situ, and identify MEAs with the highest leak rate for
further investigation. Fig. 4 shows the cell voltages measured with
the H2/N2 method.

The cell voltages were correlated to their respective leak rates
using Eq. (24). The MEAs with the highest leaks (lowest H2/N2
voltages) were physically extracted from the stack and further
analyzed with the ex-situ mechanical air leak test (at 0.5 barg). The
number of identified leaky cells corresponded to 1.5% of the total
number of cells in the stack. The mechanical air leak test showed
MEA leak rates between 3 and 16 sccm. In order to validate the
predictive capabilities of the empirical membrane durability
models, however, these results need to be converted to the specific
AMDT failure criterion of 10 sccm air leak rate per cell at 0.3 barg
overpressure. At this condition, the extracted MEA leak rates were
between 2 and 9.6 sccm. Hence, none of the extracted cells had
reached the failure criterion, and the results should therefore be
compared to the empirical models for membrane leak initiation
time rather than those for failure time. Thus, the number of
extracted MEAs that initiated with leaks smaller than 10 sccm after
9800 h of operation was equal to 1.5% of the total number of MEAs



Fig. 3. Predicted membrane leak initiation and failure time a) unreliability and b) probability density functions based on the MEA level empirical model.

Fig. 4. Cell voltages on a field operated heavy duty fuel cell stack measured by H2/N2

test at 0.3 barg and 30 �C.
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in the stack. The corresponding B1.5 value in the MEA level pre-
diction model for initiation time is 8940 h. Hence, there is a 9%
difference between the predicted initiation time and the actual
operating time. From the opposite perspective, the MEA level
model predicts that at 9800 h of stack operation, 2.5% of the MEAs
would have initiated with leak rates less than 10 sccm. This is
merely 1.0% beyond the measured fraction of initiated cells.
Furthermore, if we consider the cells with the highest leak rate of
9.6 sccm to fail based on rounding to the 10 sccm failure criterion,
the fraction of failed cells in the stack would be 0.25%. The corre-
sponding B0.25 of theMEA level predictionmodel for failure time is
9450 h of operation. This result is only 3.5% below the actual
operating time. Overall, the predictions of the MEA level empirical
lifetime model are deemed to be in acceptable agreement within
20% of the measured results obtained from the field operated stack.

Next, the stack level prediction model was used to predict the
lifetime of the present heavy duty fuel cell stack based on the
logged operating conditions from its field operation in theWhistler,
BC transit bus fleet. The stack level predictions for leak initiation
and failure time were 11,100 h and 20,000 h, respectively. These
results are within the predicted 95% confidence intervals of the
MEA level approach. Since all extracted MEAs were found to have
leak rates below 10 sccm after 9800 h of operation in the field, the
predicted initiation time of 11,100 h would be the appropriate value
for comparison to the real operating time. Hence, there is a 13%
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difference between the predicted initiation time and the actual
operating time. In contrast to the MEA level model, the stack level
model slightly overestimated the leak initiation time, although
direct comparison with measured stack data is more challenging
than with the data resolved on the MEA level.

6. Conclusions

Two empirical models were developed for membrane lifetime
prediction under heavy duty fuel cell conditions. The applied AMDT
experimental design used specifically chosen stressors to accelerate
membrane chemical and mechanical degradation and induce rapid
membrane failure. Stressor levels included the most relevant
ranges for heavy duty fuel cell operation and also featured the
favorable effect of PITM on membrane durability based on suc-
cessful in-situ generation of Pt particle structure that resembled
that in field operated membranes. The empirical modeling ap-
proaches were based on stack and individual MEA lifetime for
extrapolation from AMDT conditions to field operating conditions.
For the purposes of validation and demonstration of the models,
heavy duty fuel cell use level conditions were determined based on
operating data obtained from the fuel cell transit bus fleet in
Whistler, British Columbia. The stack based approach predicted a
membrane leak initiation time of 9200 h and a lifetime of 17,500 h
for the typical Whistler fuel cell bus conditions. The MEA based
approach utilized individual AMDTMEA lifetime data and a general
log-linear (GLL)-Weibull life-stress distribution to predict the
membrane leak initiation and failure times. For the case of the
Whistler fuel cell buses, the MEA level empirical model predicted
that 10% of the MEAs would have initiated leaks after 12,700 h and
failed after 18,900 h of operation. As a result of accounting for in-
teractions between stressors and suspended MEAs that did not fail
during the AMDTs, the MEA approach is expected to offer higher
accuracy and therefore a more reliable result compared to the stack
based approach. Model validation was performed with the aid of a
field operated heavy duty fuel cell stack from the Whistler bus
program subjected to the H2/N2 diagnostic method, which was
used mainly as a screening method for in-situ identification of
leaky cells in the stack, followed by ex-situ leak measurement on
extracted MEAs. It was found that 1.5% of the MEAs in the stack had
initiated with minor leaks less than 10 sccm after 9800 h of field
operation. The corresponding leak initiation predictions from the
MEA model were a B1.5 value of 8940 h and a 2.5% fraction of
initiated cells at 9800 h. Thus, the initial goal to develop empirical
models capable of predicting membrane lifetime within 20% of the
actual operating time was achieved. Further improvement of the
empirical models could be achieved by accounting for the dynamic
stressor effects in RH cycling and/or by including the effect of
increased degradation over time using cumulative damage or
proportional hazardmethods. Futureworkmay also include further
improvement of the GA and H2/N2 method in order to achievemore
accurate results. The proposed empirical model approaches can be
adjusted for lifetime prediction in different fuel cell designs, at
various operating conditions, and for a wide range of applications.
The present membrane lifetime predictions also indicate that the
ultimate fuel cell transit bus lifetime target of 25,000 hwill likely be
reached in the coming years.
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