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All-electric geostationary orbit (GEO) satellite systems design is a challenging multidisci-
plinary design optimization (MDO) problem, which is computation-intensive due to the
employment of expensive simulations. In this paper, the all-electric GEO satellite MDO
problem with multi-fidelity models is investigated. The MDO problem involving six inter-
coupled disciplines is formulated to minimize the total mass of the satellite system subject
to a number of engineering constraints. To reduce the computational cost of the multidis-
ciplinary analysis (MDA) process, multi-fidelity transfer dynamics models and finite
element analysis (FEA) models are developed for the geosynchronous transfer orbit
(GTO) and structure disciplines, respectively. To effectively solve the all-electric GEO sat-
ellite MDO problem using multi-fidelity models, an adaptive Co-Kriging-based optimization
[framework is proposed. In this framework, the samples from a high-fidelity MDA process
are integrated with those from a low-fidelity MDA process to create a Co-Kriging metamo-
del with a moderate computational cost for optimization. Besides, for refining the
Co-Kriging metamodels, a multi-objective adaptive infill sampling approach is developed
to produce the infill sample points in terms of the expected improvement (EI) and the prob-
ability of feasibility (PF) functions. Optimization results show that the proposed optimiza-
tion framework can significantly reduce the total mass of satellite system with a limited
computational budget, which demonstrates the effectiveness and practicality of the multi-
fidelity modeling and adaptive Co-Kriging-based optimization framework for all-electric
GEO satellite systems design. [DOI: 10.1115/1.4044321]
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1 Introduction electric GEO satellite systems requires specific considerations on
the low-thrust orbital transfer and station-keeping maneuvers, atti-
tude control, thermal control, power subsystem, structure configura-
tion, etc., which naturally is a complex multidisciplinary design

optimization (MDO) problem in practices.

1.1 Research Background. Satellites working in geostation-
ary orbit (GEO) have been developed in the past decades and
received growing interests due to their merits in Earth observation,
navigation, and communication. In recent years, several all-electric
GEO satellites have been successfully developed, such as ABS-3A
and Eutelsat-115B, based on Boeing BSS-702SP platform [1],
which is a remarkable development for the satellite industry.
State-of-the-art all-electric GEO satellites are capable of using high-
efficiency electric propulsion (EP) system to implement all transfer
and maneuvers such as orbit raising, station-keeping, and attitude
control (AC). Owing to the high-specific impulse of EP systems,
all-electric GEO satellites are able to save considerable propellant
compared with the conventional chemical ones, which significantly
decreases the entire mass of the satellite system and the launch cost.
Nevertheless, the transfer time to GEO is extremely prolonged (i.e.,
several months) caused by the low thrust of EP systems (i.e., hun-
dreds of mN), which delays the deployment of satellites in GEO [2].
Besides, the prolonged transfer time within the Van Allen belts can
result in serious radiation damage of devices on the satellite, e.g.,
the degradation of solar arrays, which influences the performance
of the entire satellite system [3]. In view of the characteristics of
EP system (i.e., low thrust and high power usage), the design of all-

1.2 Metamodel-Based Design Optimization. The methodol-
ogy of MDO was defined as “a methodology for the design of
complex engineering systems and subsystems that coherently
exploits the synergy of mutually interacting phenomena” [4]. In
recent years, a number of MDO methods have been developed
and employed for aerospace system design [5-7]. The MDO
problem of all-electric GEO satellite systems was first investigated
in Ref. [8], which demonstrates the feasibility and effectiveness of
MDO methods for all-electric GEO satellite systems design.
Besides, high-fidelity (HF) simulation models (e.g., finite element
analysis (FEA)) have been widely utilized for MDO nowadays to
further improve the accuracy and reliability of the design. Although
the design quality of the aerospace system can be improved by
using the expensive simulation models, the massive function calls
on those expensive models also result in the great computational
cost of optimization. Such a high cost may even make the MDO
inapplicable when faced with a limited computational budget in
practices.

To reduce the computational cost of expensive simulation-based
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optimization problems, metamodel-based design and optimization
(MBDO) methods have been widely employed in engineering
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applications [9—-11]. In MBDO, a metamodel is constructed based
on a set of sample points to represent the expensive simulation
models or the multidisciplinary analysis (MDA) process for optimi-
zation. Based on certain infill criteria or sampling strategies, the
metamodel can be adaptively refined or updated during the optimi-
zation, which leads the search to the optimum efficiently. For
instance, the well-known efficient global optimization (EGO) algo-
rithm [12] applies the Kriging metamodel for optimization, where
the Kriging metamodel is gradually refined via sampling guided
by the expected improvement (EI) criterion. In the literature,
many MBDO methods have been developed to solve high-
dimensional expensive black-box optimization problems with con-
straints [13—15]. And MBDO methods have also been successfully
applied for aerospace system design, e.g., satellite truss optimiza-
tion [16] and observation satellite system design [17]. The
authors also solved an all-electric GEO satellite MDO problem by
an adaptive response surface-based optimization method [8],
which shows the merits of MBDO methods for solving novel space-
craft system design problems.

1.3 Multi-Fidelity Optimization. The real-world satellite
system design generally involves simulation models with different
levels of fidelity (e.g., the FEA model with coarse and fine grids).
The HF models are more accurate but expensive, which are gener-
ally unsuitable for optimization when the computational budget is
limited. On the contrary, the low-fidelity (LF) models are cheap
to be evaluated, while the analysis accuracy is relatively poor. To
guarantee the design quality and reduce the computational cost
simultaneously, it is beneficial to utilize both the HF and LF
models for optimization. However, the samples of conventional
MBDO methods purely arise from the expensive HF models,
which faces the challenging computational expenses due to the
fact that a large number of expensive simulations or MDA processes
are required to build an acceptable metamodel (e.g., more than thou-
sands of samples for high-dimensional problems). In case of the HF
and LF models in engineering practices, how to effectively organize
and utilize those variable fidelity models for optimization becomes a
critical issue for the designers. To address the issue, multi-model
fusion or multi-fidelity methods [18] have been developed to
further release the computational burden of MBDO. In multi-
fidelity methods, limited expensive HF samples are integrated
with a number of cheap LF samples to improve the metamodeling
accuracy and optimization efficiency. Owing to the moderate com-
putational cost and desirable accuracy, multi-fidelity MBDO
methods become attractive in recent years [19-21], and many multi-
fidelity optimization algorithms and their engineering applications
have been reported in literatures. For instances, Chen et al. [18]
developed an improved pre-posterior analysis to evaluate the mul-
tiple simulation models, in which the infill sample points are gener-
ated by a novel objective-oriented sampling criterion. Ye et al. [22]
presented a Co-Kriging-based space reduction method for solving
large-scale high-voltage devices design optimization problems,
which finally obtained the optimal design within a reasonable
time. A Bayesian surrogate modeling based multi-fidelity optimiza-
tion approach was reported by Xiong et al. [23], where the
objective-oriented sequential sampling in terms of statistical lower
bounding criterion is used to improve the objective. However,
most existing multi-fidelity methods are limited to the bounded con-
strained optimizations. They are mostly ineffective or even inappli-
cable for solving those challenging problems with constraints
arising from expensive black-box simulations, such as the all-
electric GEO satellite MDO problem in this study.

1.4 Contributions and Novelty. To solve the all-electric GEO
satellite MDO problem, it is valuable to apply multi-fidelity
methods to improve the overall design quality and save computa-
tional cost. However, two challenges need to be addressed, i.e.,
effective multi-fidelity modeling of the satellite system, and an effi-
cient multi-fidelity optimization framework. In this paper, an all-
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electric GEO satellitt MDO problem with multi-fidelity models is
defined and investigated to address the challenges above. Different
from Ref. [8], the multi-fidelity models of low-thrust orbit transfer
and adjoined double-satellite structures are constructed in view of
the unique features of the all-electric GEO satellite system in this
study. Since no research work on all-electric GEO satellite MDO
problems with multi-fidelity models has been reported yet to the
authors’ knowledge, the multi-fidelity modeling work in this
paper is a rather new endeavor for satellite system design prac-
tices. Besides, a novel adaptive Co-Kriging-based optimization
framework that can handle expensive constraints is developed to
solve the all-electric GEO satellite MDO problem with multi-
fidelity models. In the framework, the Co-Kriging method is
employed to achieve the fusion of models with different levels
of fidelity owing to the merits of the Gaussian process. And the
Co-Kriging is sequentially refined by a multi-objective adaptive
infill sampling approach to improve the optimality and feasibility
of optimization.

The remainder of this paper is organized as follows. The studied
all-electric GEO satellite multiple-fidelity MDO problem involving
six disciplines is introduced in Sec. 2. The multi-fidelity models of
GTO and structure disciplines are constructed in Sec. 3. In Sec. 4,
the Co-Kriging method is briefly reviewed, and the adaptive
Co-Kriging-based optimization framework is detailed including
the optimization procedure and metamodel refining mechanism
and tested on a number of numerical benchmark problems. The all-
electric GEO satellite MDO problem with multi-fidelity models is
solved by the proposed adaptive Co-Kriging-based optimization
framework in Sec. 5, and the optimization results are discussed in
detail. Finally, the conclusions and future work are given in Sec. 6.

2 All-Electric Geostationary Orbit Satellite
Multi-Fidelity Multidisciplinary Design Optimization
Problem

The studied all-electric GEO satellite in this work is from
Ref. [8]. Four electric thrusters with a maximum thrust of
200 mN and 4000 s specific impulse are utilized to implement the
orbit transfer, station-keeping, and attitude control. Compared
with the conventional chemical satellite, the all-electric satellite
can save enormous propellant owing to the superior efficiency of
the EP system. Hence, the all-electric GEO satellites are usually
launched through the “two satellites with one rocket” way (e.g.,
the launch of BSS-702SP satellites using Falcon-9), which signifi-
cantly reduces the launch cost. However, the associated transfer
time of the all-electric GEO satellite is significantly prolonged,
which poses challenges for low-thrust orbital maneuver control,
radiation damage protection, etc.

In view of the differences between the all-electric GEO satellite
system and the conventional chemical one, the most challenging
disciplines for all-electric GEO satellite system design are taken
into account in the MDO problem, i.e., geosynchronous transfer
orbit (GTO), GEO station-keeping, solar power, thermal control
(TC), AC, and structure [8]. In the GTO discipline, a two-stage low-
thrust transfer model is employed to compute the total transfer time
based on Gaussian orbit dynamics. And the east/west station-
keeping (EWSK) and north/south station-keeping (NSSK) accuracy
is determined in the GEO station-keeping discipline, given the posi-
tion of electric thrusters. In the power discipline, the area of the
solar arrays and the capacity of the battery are respectively designed
to provide sufficient power, where the degradation of solar cells
caused by the radiation damage is considered. In the TC and AC
disciplines, the area of radiators and the capability of reaction
wheels are designed to guarantee the operation of satellite in
orbit. For the structure discipline, the FEA model of the satellite
is built to calculate the natural frequencies as the constraints of
the MDO problem.

The design structure matrix (DSM) of the all-electric GEO satel-
lite MDO problem in this work is organized in Fig. 1 to graphically
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Fig. 1 Design structure matrix of the all-electric GEO satellite
MDO problem
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express the coupling relationships among the aforementioned disci-
plines [8]. In the DSM, the dots above the diagonal disciplines rep-
resent the feed-forward variables while the dots below represent the
backward variables, which are detailed in the Appendix. Due to
these backward variables, an iterative MDA process is required to
obtain a compatible design during the optimization. To reduce the
computational cost of the expensive simulation-based MDA
process, the multi-fidelity models of GTO and structure disciplines
are constructed in this work, which is presented in Sec. 3. The
models of the rest disciplines are presented in Ref. [8].

Based on the MDA process with multi-fidelity models, the
studied all-electric GEO satellite system MDO problem is formu-
lated in Eq. (1) [8]

find X =[af.0.dr.dy.As,Cs.ArH,, SH,CH, TBH, SP,CSP, TBP]”

min Msatellile(X)
t; < 180 day, Amax < 0.05 deg, imax < 0.05 deg
PgoL > 14.15kW, PgoL > 11.90 kW

s.t. 1
267 K< T <328K, cyc >0,DOD <0.8 M

fX > SHZ,fY >5Hz

where M, enice 18 the total mass of the satellite, X is the design var-
iables to be optimized subject to a number of constraints. The
symbols of design variables and constraints are explained in
Tables 1 and 2, respectively, with more detailed information in
Ref. [8].

3 Multi-Fidelity Disciplinary Models

To reduce the computational cost, the multi-fidelity models of
GTO and structure disciplines are described in this section.

3.1 Multi-Fidelity Modeling of Geosynchronous Transfer
Orbit Discipline. The RTN and PQH coordinates in the GTO dis-
cipline are defined in Ref. [8]. In the GTO discipline, a two-stage
orbital transfer strategy is employed to determine the GEO transfer
orbit [24]. During the first stage, the semi-major axis of the orbit is

Table 1 Design variables of the satellite MDO problem
Design variable Symbol
Yaw angle in the first stage of GTO a
Pitch angle in the first stage of GTO p
Pitch angle in the second stage of GTO 17
The T position of the thruster dr
The N position of the thruster dy
Area of solar arrays Aga
Capacity of battery C;
Area of radiators A,
Angular momentum of reaction wheel H,
Core thickness of service cabin plates SH
Core thickness of communication cabin plates CH
Core thickness of central cylinder TBH
Ply thickness of service cabin plates SP
Ply thickness of communication cabin plates CSP
Ply thickness of bearing cylinder TBP

Journal of Mechanical Design

Table 2 Constraints of the satellite MDO problem

Constraint Symbol
Total orbit transfer time I
EWSK accuracy Amax
NSSK accuracy Imax
Beginning-of-life power PgoL
Ending-of-life power ProL
Depth of discharge DOD
Steady-state temperature T
Angular momentum residue Cac
First-order bending frequency round X-axis fx
First-order bending frequency round Y-axis fr

increased to the semi-major axis of GEO, i.e., up to 42,166 km. At
this stage, the thrust vector is fixed in the RTN coordinate with the
yaw angle a and pitch angle f depicted in Fig. 2(a) [8]. During
the second stage, the semi-major axis remains unchanged while
the inclination and eccentricity are gradually decreased to zero to
accomplish GEO insertion. At this stage, the thrust vector is fixed
in the PoH plane of the PQH coordinate system with the pitch
angle ¢ depicted in Fig. 2(b) [8].

3.1.1 High-Fidelity Model. The Gaussian dynamics of the
transfer orbit in terms of modified equinoctial elements (MEEs) is
formulated in Eq. (2) [25]

dp_ [p2p

v- P2

%_ 7 fRsinL+[(l+w)cosL+f]%
dr ™ Vu

—(h sin L — k cos L)%

fr cos L+\/E[(1 + w) sin L+f]ﬁ
U w

dg_ [p
dr
# —(h sin L —k cos L)%
dh 2 2)
e \/Eﬂ cos L
dr u 2w

dk _ [psify .
r_ PPN L
dr /; 2w

dL |
il ,up(y> +—\/E(h sin L— k cos L)fy
dr p w\ u

JrR=Fr+Ag
Jr=Fr+Ar
IN=Fy+Ayx

where F =[Fg, Fr, Fy] and a =[Ag, A7, Ay] are the thrust and per-
turbation accelerations, respectively, expressed in the RTN

H

Fig. 2 lllustration of thrust angles: (a) thrust in the first stage
and (b) thrust in the second stage
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coordinate system, w=1+fcos L+ gsin L and s2=1+h*+k* are
the intermediary variables. The simulation step of the dynamics in
the HF model is set to be 500 s.

In the HF model, the perturbations due to the first four zonal har-
monics of non-spherical gravitational potential are taken into
account, which is detailed in Ref. [25].

The influence of eclipses is also considered for the HF model of
GTO discipline. When the eclipses occur, the EP system cannot
work because the solar arrays cannot provide power in the
shadow of the Earth, which extends the transfer time. The eclipse
model is graphically illustrated in Fig. 3 [8]. In the HF model, the
thrust acceleration F =0 if the satellite enters the umbra or penum-
bra according to Eq. (3) [26]

v, <w <y, umbra
W, <y penumbra
. . (Re+
W, =7 — arcsm(%) — arcsin (‘708> 3)
r r

. (e . (Ry+a,
Yor=7m— arcsm(—) + arcsin| ————
r r

where y is the field angle for the Earth center between the satellite
and sun; y; and v, are the field angles when the satellite is located
on the boundaries of penumbra and umbra, respectively, R,=
696,000 km is the radius of the sun.

3.1.2  Low-Fidelity Model. The LF model is also formulated by
the Gaussian dynamics in terms of MEEs as shown in Eq. (2), while
the simulation step is set to be 1000 s to save computational cost.
Besides, the perturbations and influence of eclipses are ignored in
the LF model, i.e., a=[0, 0, 0], and the electric thrusters will
work at the maximum thrust level during the entire transfer process.

In summary, the differences between HF and LF models of GTO
discipline are presented in Table 3. To compare HF and LF models
of GTO discipline, the total transfer time with respect to the yaw
angle « of the first stage is exhibited in Fig. 4. The results indicate
that the total transfer time is decreased with the increasing of a, and
the overall trends of the HF and LF models are coincident.
However, the total transfer time from the LF model is generally
lower than that of the HF models due to the ignorance of the distur-
bance perturbations and eclipses.

3.2 Multi-Fidelity Modeling of Structure Discipline. The
structural FEA model of the satellite is built to compute the first-
order bending frequency of the satellites as the local constraints.
The satellite structure is a cuboid consisting of a communication
cabin, a service cabin with four fuel tanks inside, and a
@®1200 mm central cylinder. The structure configuration of an iso-
lated satellite is shown in Fig. 5 [8].

3.2.1 High-Fidelity Model. Owing to the saved propellant
mass, the all-electric GEO satellite is much lighter than the compet-
itive chemical satellite. Hence, the all-electric GEO satellites are
launched through the “two satellites with one rocket” way in

lighting

Fig. 3 lllustration of the Earth shadow model

021404-4 / Vol. 142, FEBRUARY 2020

Table 3 Differences of HF/LF models in the GTO discipline

HF model LF model
Simulation step 500 s 1000 s
Perturbations Consider Not consider
Eclipses Consider Not consider
Mean running time 30.0s 9.0s
280 | ‘
-3~ LF
27 | —O—HF
260
& 250 -
o
)
E 240
fime
£ 230
(=
o
= 220
z
= 210
200 -
190
180 ’ ;
0 5 10 15 20 25 30
Thrust Direction Angles/Deg
Fig. 4 Comparison of the HF/LF GTO models
Top Plate Z
Y
CC West Plate
CC East Plate
X
CC South Plate
CC Clipboard
I X Central
CC North Plate Cylinder
SC Clipboard
SC North Plate
Middle Plate
. SC East Plate
SC West Plate SC South Plate

Fuel Tank|
Joint Ring

I Bottom Plate

| CC: Communication Cabin

SC: Service Cabin |

Fig. 5 Structural configuration of the satellite (SC, service
cabin; CC, communication cabin)

engineering practices. In this way, the satellites are connected in a
longitudinal direction within the fairing of the rocket. In the HF
model of structure discipline, the FEA model of adjoined double-
satellite is shown in Fig. 6, which involves 12,590 elements and
12,062 nodes. In the FEA model, the bottom plate, service cabin
plates, communication cabin plates, middle plate, and top plate
are made of aluminum alloy honeycomb sandwich material. The
clipboards and central cylinder are made of carbon fiber-reinforced
composite material to enhance the stiffness of the structure. The
mass of other subsystems and propellant is modeled by nonstruc-
tural mass (NSM) or lumped mass linked to the structure and fuel

Transactions of the ASME
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Fig. 6 High-fidelity FEA model of two adjoined satellites

tanks. Specifically, the solar arrays are modeled as the lumped mass
on the south/north structural plates for modal analysis.

3.2.2  Low-Fidelity Model. In the LF model of structure disci-
pline, the FEA model of the isolated satellite is built to estimate
the natural frequencies of the adjoined double-satellite, as displayed
in Fig. 7 [8]. The LF model includes 6235 elements and 5991 nodes,
which is less than half of those from the HF model. The material of
structural plates, clipboards, and central cylinder are the same as
those in the HF model. The other system mass and solar arrays
are also modeled as NSM and lumped mass in the LF model.

To estimate the frequencies of the adjoined double-satellite in
practice, the satellite structure can be approximately regarded as a
cantilever beam, whose first-order bending frequency f'is calculated
by Eq. (4)

1 |EI

T =20\ @

Fig. 7 Low-fidelity FEA model of an isolated satellite

Journal of Mechanical Design

Table 4 Differences of HF/LF structure models

HF model LF model
Number of elements 12,590 6235
Number of nodes 12,062 5991
Mean running time 79.5s 412s

where E is the Young’s module, m is the mass, L is the length, and /
is the moment of inertia of the cross section. When two satellites are
connected together, it is assumed that the length and mass of the
equivalent cantilever beam are doubled. Hence, the natural frequen-
cies of adjoined double-satellite can be approximately estimated
according to Eq. (5)

Jir= 2;:\/ (2m)(2L)’ 4 2ﬂv L3 = 0.2/ ©)

where f r is the computed first-order bending frequencies from an
isolated satellite FEA model, fj is the estimated first-order
bending frequency for the adjoined double-satellite output by the
LF model of the structure.

Finally, the differences between HF and LF models of structure
discipline are summarized in Table 4. To make a comparison, the
first-order bending frequency from the HF and LF structure disci-
pline models are exhibited in Fig. 8, where the variable is the ply
thickness of the composite. It indicates that overall trends of the
HF and LF models are highly coincident, while the frequencies
from the LF model are lower than that of the HF model. This is
because the LF model does not consider the connection section
between the two satellites, which underestimates the system
stiffness.

3.3 Multidisciplinary  Analysis With  Multi-Fidelity
Models. In view of the feedback coupling variables in the MDO
problem, an MDA process is required to obtain a compatible
design during the optimization. Based on the aforementioned multi-
fidelity models, the MDA process with high-fidelity GTO and struc-
ture models is termed as HF-MDA, while the MDA process with
those low-fidelity models is termed as LF-MDA. The responses
of objective and constraints at each sample point are obtained by
evaluating the associated HF- or LF-MDA processes. In this
work, a fixed-point iteration approach [8] is utilized to organize
the MDA process. Given a set of design variables as defined by
Table 1 in Eq. (6), the analysis results from HF- and LF-MDA pro-
cesses are summarized in Table 5. Also, the mean running time of

First Order Frequency/Hz

0.1 0.12 0.14 0.16 0.18 02
Ply Thickness/mm

Fig. 8 Comparison of the HF/LF FEA models
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Table 5 Analysis results of HF- and LF-MDA processes

Parameters HF-MDA LF-MDA
Total mass of satellite/kg 2656.0 2599.7
Total orbit transfer time/day 216.4 198.0
EWSK accuracy/deg 0.06 0.05
NSSK accuracy/deg 0.008 0.008
Beginning-of-life power/kW 16.70 17.51
Ending-of-life power/kW 13.51 14.18
Depth of discharge 0.74 0.74
Steady-state temperature/K 310.6 311.8
Angular momentum residue/N m s 9.21 9.25
First-order frequency round X-axis/Hz 491 431
First-order frequency round Y-axis/Hz 4.97 4.34

Table 6 Running time of HF- and LF-MDA processes

Parameters HE-MDA LF-MDA

CPU time/s 194.8 80.7

HF- and LF-MDA processes on a PC with Core 2 Quad CPU
(2.83 GHz) and 8 GB memory is displayed in Table 6.

a=0deg, f=30deg, p =30deg, dr =900mm, dy = 1050mm,
A =90m?, C; = 80Ah, A, = 10m?,
H,,=50Nms, SH=20mm, CH =20mm, TBH =25mm,
SP=0.1mm, CSP =0.1mm, TBP = 0.3mm

(0)

The results in Tables 5 and 6 show that most results from HF and
LF-MDA processes are not identical with the relative error from
0.39% to 12.68% for different parameters. However, the computa-
tional cost of LF-MDA process is saved by more than 50% on
average compared with that of HF-MDA, which significantly
improves the computational efficiency for MDO.

4 Adaptive Co-Kriging-Based Optimization
Framework

To effectively solve the aforementioned all-electric GEO satellite
MDO problem with multi-fidelity models, a novel adaptive
Co-Kriging-based optimization framework is developed as follows.

4.1 Co-Kriging Method. In this work, Co-Kriging method is
used to implement the fusion of different fidelity responses from the
HF-MDA and LF-MDA processes [21]. Based on the notion of cor-
related Gaussian process, Co-Kriging is a natural extension to
Kriging, which combines cheap LF models with expensive HF
models to create an inexpensive yet accurate Kriging metamodel
for optimization.

To construct Co-Kriging, the LF and HF sample points are,
respectively, denoted as X, and X. with X, C X.. By evaluating
the expensive HF simulation model y.(x) and cheap LF simulation
model y.(x), the responses at the multiple sample points are given in
Eq. (7)

Yc(Xc) T
= (Ye(Xe)) =[ YD) L Y™, YD) L. Yox®). L]
@)

where x and x are the nth cheap and expensive sample point,
respectively, Y.(X.) and Y.(X.) are the responses of the sample
points via evaluating the cheap LF and expensive HF simulation
models or MDA processes, respectively.
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Co-Kriging is formulated as an integration of two Kriging meta-
models with a scaling parameter p

Zo(x) = pZe(x) + Za(x) ®)

where Z.(x) and Z.(x) represent the Gaussian processes of LF and
HF simulation models, respectively, and Z,(x) represents the differ-
ence between Z.(x) and Z.(x). The Co-Kriging prediction of the
expensive HF simulation model is given by Eq. (9)

Je@)=p+c"Cy— 1)

ryv)
c= r po_clllc(Xc:zx) (9)
procw(Xe, x) + 63y y(Xe, x)

p=17c'y/17c1

In Eq. (9), C is the covariance matrix derived as

_ [ oo (Xe, Xe) poty . (Xe, X.) ] (10)
Pﬁg'l/c(Xca Xe) PZGEII/C(XC, Xe) + Ggll’d(XEv X.)

where y.(-,-) and y.(-,-) represent the correlation matrix between

two sets of sample points. The exponential function with hyperpara-

meters @ is used as the correlation function, i.e., y(x?, x?)=
exp (= 3", 0, — x9)*) for n,-dimensional problems.

The maximum likelihood estimations (MLEs) of hyperpara-
meters o> and @, can be obtained by maximizing Eq. (11) to con-
struct the Kriging metamodel of the cheap simulation model

ne 2 1
-3 In (67) — 2 In (|det ( (Xc, X))

e = 1Ty (X, Xy /1y (Ko, X' (b

&cz = (yc - lﬁc)T'I/c(Xc» Xc)il(yc - lﬁc)/nc

while the MLEs of hyperparameters p, 63, and @, are the hyperpara-
meters determined by maximizing Eq. (12) to construct the Kriging
metamodel of the deviation between the expensive and cheap simu-
lation models, i.e., d =Y, — py.(X.).

e . 1
=51 (69) - 5 In (et Wy(Xe, Xe)D

o = 17 Wg(Xe, Xo) ' d/1 g (X, X' (12)

62 =(d - 1) wy(Xe, Xe)™'(d — 119) /e

Additionally, the mean-squared error of the Co-Kriging is able to
be estimated according to Eq. (13), which is zero at the expensive
sample points.

s* () =pel + 65 —c'C'e (13)

In fact, Co-Kriging is an interpolator of HF sample points, which
integrates the data from LF simulation models to improve the pre-
diction accuracy. More details about the derivation of Co-Kriging
can be found in Ref. [21].

4.2 Overall Procedure of the Framework. To efficiently
solve the aforementioned all-electric GEO satellite MDO problem
with multi-fidelity simulation models, a novel adaptive
Co-Kriging-based optimization framework is proposed. In this
framework, Co-Kriging metamodels of the objective and con-
straints are constructed, respectively, based on the samples from
HF and LF-MDA processes to represent the expensive simulations
for optimization. And the Co-Kriging metamodels are adaptively
updated during the optimization via a multi-objective adaptive
infill sampling method, which leads the search to the feasible
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Fig. 9 Flowchart of the adaptive Co-Kriging-based optimization
framework

optimum efficiently. The architecture of the framework is displayed
in Fig. 9, and the procedures are detailed as follows.

Step 1: The all-electric GEO satellite system multi-fidelity MDO
problem and the associated optimization parameters are configured
including the multi-fidelity models, number of initial expensive
sample points n,, number of initial cheap sample points ng., and
the maximum number of expensive sample points. The iteration
count k is set to be 1. In this work, the initial number of LF
sample points is calculated by Eq. (14)

Ny =min {5n,, (n, + 1)(n, + 2)/2} (14)

where n, is the dimensionality of the optimization problem. The
number of HF sample points n,, is determined by Eq. (15)

_ H#(MDAgyr)
Nge = round (f MDA nu.) (15)

where f{(MDAgr) and 7(MDA| ) are the estimated mean time cost
of running one trial of HF-MDA and LF-MDA, respectively, and
round (-) represents rounding the value to the nearest integer.

Step 2: Both the initial HF sample points X, and LF sample
points X, are generated by the maximin Latin hypercube design
(LHD) method in the design space with X. C X,.. The associated
HF/LF responses including the objective and constraints of the
sample points are obtained by evaluating the HF- and LF-MDA pro-
cesses, respectively.

Step 3: Co-Kriging metamodels of the objective and constraints
are, respectively, constructed or updated based on the existing
multi-fidelity samples. Then. the Genetic algorithm (GA) is utilized
to solve the optimization problem in Eq. (16)

find AX

min §i0.9)

s.t. xp <X <xup (16)
8X) <0, i=1,2,....,m

where f(X) and g;(X) are Co-Kriging metamodels of the objective
and the ith constraint, respectively, x; g and xyp are the associated
lower and upper bounds of the optimization problem, and m =10 is
the number of constraints for the satellite MDO problem. In this
paper, GA is configured by the default setting of native MATLAB
GA TooLBOX. The current optimum obtained by GA is referred to
as the current pseudo optimum xf,';)‘, which is utilized to determine
the infill sample point later. The associated HF and LF objective and
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constraints at xggt are evaluated and added to both the HF and LF
sample pools.

Step 4: If the number of HF-MDA evaluations exceeds the prede-
fined maximum value, the optimization is terminated and the
current optimal feasible solution is output; otherwise, the procedure
continues.

Step 5: An infill sample point is generated by the proposed multi-
objective adaptive infill sampling method to refine the existing
Co-Kriging metamodels, which is detailed in Sec. 4.3. Then, set
k=k+1, and the procedure turns to Step 3 to continue the
optimization.

4.3 Bi-Objective-Oriented Infill Sampling. Based on the
notion of Pareto non-domination set in terms of optimality and fea-
sibility from Ref. [27], a bi-objective-oriented infill sampling
approach is developed to effectively produce sequential samples
considering feasibility for effectively refining Co-Kriging metamo-
dels and efficiently leading the optimization to the feasible
optimum. This novel infill sampling approach is presented in
Table 7, and the procedure is detailed as follows.

Step 1 (Line 1): The EI function of the objective is established as
shown in Eq. (17) [27]

PP Jin =fX) Sin =fX)
EL'= (fin f(X))d><7s(X) )+S(X)¢<7s(X) ) (17)

where @(-) and ¢(-) are the Gaussian cumulative distribution func-
tion and probability density function, respectively, and f,;, is the
minimum objective value of the existing sample points. During
the optimization, the EI function needs to be maximized to effec-
tively balance the global exploration and local exploitation
performance.

Step 2 (Lines 2-3): The constraint violation function (i.e., /(X))
of the MDO problem is formulated by Eq. (18). A positive 4(X) rep-
resents an infeasible sample point, and a larger #(X) generally indi-
cates worse infeasibility.

hX) = max {g1(X), g2(X), ..., gn(X)} (18)

Based on the existing HF and LF samples, the Co-Kriging meta-
model of A(X) is constructed as shown in Eq. (19)

h(X) ~ Co-KRG(f,, s2) (19)

where fi, and s7 are the associated hyperparameters of Co-Kriging
metamodel for 2(X), respectively.

Step 3 (Line 4): Based on h(X), the probability of feasibility (PF)
function is established as shown in Eq. (20) [27]. The PF function

Table 7 Bi-objective-oriented infill sampling algorithm

Input: Existing HF and LF samples, Co-Kriging metamodels of objective
a?k()l constraints, design space Vo= [x. g, Xyg], current pseudo optimum
Xopt
Olpltpllti Infill sample point x*
Begin

(1) EI(X) = ConstructEI(f(X), S(X), fin)

(2) MX)=max(g,X))

(3) h(X)=Co-Kriging(X, n(X))

(4) PF(X)=ConstructPF (A(X))

(5) Xpareto = NSGA-II(EI(X),PF(X), Vg)

(6) XCandidale - I:x‘ El(x) > EI(xg;))t) U PF(X) > PF(xg;)‘)]

(7) x* < max { | (EI(x), PF(x)) — (EI(x%), PRGSO, X € Xcandidgate
(8) return x*
End
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Table 8 Parameter configuration of NSGA-II

Table 9 Information of numerical benchmark problems

Parameters NSGA-II  Benchmarks Optimum Dimensionality Constraints
Population size 50 G4 -30,665.539 5 6
Maximum generations 10 Hesse —310.00 6 6
Crossover fraction 0.8 ICE —55.67 5 9
Mutation fraction 0.3

Mutation rate 0.1

represents the probability of 4(X) to be less than zero, i.e., the new
infill sample is feasible, which should be maximized during the
optimization.

0 060y 002
—_— e % dh(X 20
sn(X)V 27 j-m @ 20

Step 4 (Lines 5-8): The NSGA-II algorithm [28] is utilized to
solve the bi-objective optimization problem displayed in Eq. (21).
Note that the parameters of NSGA-II can be tuned for different opti-
mization problems in engineering practice. In this paper, NSGA-II
is configured by the parameters in Table 8 to balance the algorithm
efficiency and the Pareto frontier exploration.

PF(X) =

find X
EI(X)
I (21)

S.t. xig <X <xyup

After bi-objective optimization, the Pareto frontier consisting of
non-dominated points in terms of EI and PF is obtained. The
Pareto frontier points that are not dominated by the current
pseudo optimum xggt are selected as the candidate points. To
fully explore the design space and avoid over-crowded points, the
candidate point with the largest distance from xﬁ,]g[ is selected as

the infill point x*, which is graphically expressed in Fig. 10.

44 Test on Numerical Benchmarks. Several numerical
benchmark problems as listed in Table 9 are utilized to verify the
optimization capability of the developed adaptive Co-Kriging
method in the aforementioned optimization framework. The formu-
lations of benchmark problems are expressed in the Appendix,
which is treated as HF models. In this study, the LF models are

~EI(x)
A

Infill Sample Point
§ Candidate Points

7 (PF(x®),—EI(x))

@—|

A<~

Dominated by
Pseudo Optimum

Pseudo Optimum

(-PF(x{)), -EI(x())) §

opt opt

>
—PF(x)

Fig. 10 lllustration of infill sample point determination

021404-8 / Vol. 142, FEBRUARY 2020

formulated by directly scaling the associated HF models according
to Eq. (22)

b b b
Jir = fup + 67

b b ) 22)
81F = N8ur + 0,
where thF,HF and gJp yp. respectively, represent the objective and
constraint responses from the LF/HF models, #=0.9 is the
scaling factor, and 5;? =0.5and 52 = —0.05 are the predefined cons-
tant deviations.

For comparison, the well-known EGO algorithm [12] is also uti-
lized to solve the benchmark problems. In EGO, the original
Kriging metamodel is replaced by Co-Kriging for multi-fidelity
optimization. At each EGO iteration, the infill HF and LF
samples are allocated via maximizing the constrained expected
improvement [29] as shown in Eq. (23)

CEI(X) = EI(X) - I, PF;(X) (23)

where PF,(X) is the PF function of the ith constraint.

In the benchmark tests, the number of initial LF and HF sample
points are determined by Egs. (14) and (15), where {(MDA\F) is
assumed to be half of 7(MDApyg). For both methods, the
maximum number of HF sample points is set to be 30. Considering
the stochastic behavior in the proposed optimization framework
caused by GA search and LHD sampling, each benchmark test is
consecutively performed by ten trials. The obtained best feasible
solutions in ten trials are graphically expressed in Fig. 11. The
median/mean values of objectives and the number of used HF/LF
sample points are summarized in Table 10. Since the proposed
method and competitive EGO consume the same computational
cost for all the benchmark problems, we mainly focuses on discuss-
ing their convergence performance.

The lowest values of best feasible solutions in Fig. 11 indicate
that the proposed adaptive Co-Kriging method can successfully
find the theoretical optima for all the benchmark problems. Mean-
while, EGO only converges to the vicinity of global optima with
the same number of sample points. Figure 11 also exhibits that
the variations of adaptive Co-Kriging method is much smaller
than those of EGO. In terms of the mean and median values of

x 10 i
-265 |
-275 g T -40 +
i -270 ! {
i -42
-2.8 | 1 -275 |
]
: -280 | 44
-2.85 1 ;
-285 - -1 46
29 1 -200 | | sl
295 ' {
-2.95 -50
-300 |
3 | -305 -52
T
" -310 | 54
-3.05 1
e 315 | el — &

Adaptive Co-Kriging EGO Adaptive Co-Kriging EGO Adaptive Co-Kriging EGO

€) (b) (c)

Fig. 11 Comparison of best feasible solutions in ten trials:
(a) G4, (b) Hesse, and (c) ICE
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Table 10 Optimization results for different benchmarks

G4 Hesse ICE
Adaptive Co-Kriging  Median -30,664.760 —309.97 -55.67
Mean -30,633.096 —-303.34 -55.67

HF samples 30 30 30

LF samples 42 44 42
EGO Median —29,730.880 —277.34 -54.74
Mean —29,290.080 —-276.80 —53.35

HF samples 30 30 30

LF samples 42 44 42

feasible solutions, the proposed adaptive Co-Kriging method also
outperforms the competitive EGO as shown in Table 10. In
summary, the proposed adaptive Co-Kriging method generally
shows better global convergence than the conventional EGO with
the same computational budget, which is highly promising for
solving the all-electric GEO satellite MDO problem.

5 Optimization and Discussion

In this section, the adaptive Co-Kriging-based optimization
framework is employed to effectively solve the aforementioned all-
electric GEO satellite MDO problem with multi-fidelity models.
The optimization results are detailed to demonstrate the merits of
the proposed optimization framework.

5.1 Optimization Results. In the adaptive Co-Kriging-based
optimization framework, the number of initial LF sample points is
set to be 75, i.e., n,=15 according to Eq. (14). The number of
initial HF sample points is set as 38 according to Eq. (15) and
Table 6. The maximum number of HF sample points is set to be
100 to balance the efficiency and convergence of optimization.
The maximum constraint violation tolerance for the satellite
MDO problem is set to be 0.05 [8].

In this work, a baseline design of the satellite is derived from
Ref. [8]. The optimized design from the proposed adaptive
Co-Kriging-based optimization framework and the baseline
design are listed in Table 11, while the associated constraints are
summarized in Table 12. The iteration history of the objective
(i.e., the total mass of the satellite system) and maximum constraint
violation during the optimization are graphically illustrated in
Fig. 12. And the objective of the optimized design is compared
with that of the baseline design in Table 13.

From Table 12, the empirical baseline design is infeasible
because the total transfer time constraint is not satisfied; on the
contrary, all of the constraints are satisfied in the optimized
design. Some constraints (i.e., EWSK accuracy, ending-of-life
power, depth of discharge) reach the associated bounds values
and become active, which indicates the optimality of the solution.
Figure 12 illustrates that the objective is consistently improved
during the optimization process, while the constraint violation is
strictly limited within the predefined tolerances. As shown in
Table 11, the yaw angle in the first stage of GTO is decreased
to zero after optimization, which improves the efficiency of
orbit raising and therefore reduces the transfer time. The low-
thrust transfer trajectory of the optimized design is illustrated in
Fig. 13. Besides making the design feasible, the Co-Kriging-based
multi-fidelity optimization also yields a 156.3 kg decrease in total
mass, i.e., 5.85% of the entire satellite system, as shown in
Table 13. To reduce the mass, the area of solar arrays and capacity
of the battery in the optimized design are also decreased by 4.8%
and 7.9%, respectively, according to Table 11. Additionally, the
thickness of the structure plates and bearing cylinder is also
decreased while the natural frequencies constraints are still satis-
fied, whose modal shapes are illustrated in Fig. 14. Owing to
the reduced size of solar arrays and buffer mass of subsystems,
the needed angular momentum of reaction wheel is only 74.3%
of that in the initial design, and the area of radiators is also
decreased by 13.8%, which further reduces the entire system
mass.

5.2 Discussions. To further illustrate the merits of adaptive
Co-Kriging-based multi-fidelity optimization for all-electric GEO
satellite MDO problem, our previously published sequential radial
basis function using support vector machine (SRBF-SVM) [17]
and adaptive response surface method with intelligent space explo-
ration strategy (ARSM-ISES) [30] are also utilized to optimize the
satellite system for comparison.

SRBF-SVM constructs the radial basis function (RBF) metamo-
dels of expensive objective and constraints for optimization. And
the RBF metamodels are adaptively refined via sequentially sam-
pling in a promising sub-region identified by support vector
machine. SRBF-SVM has been proved to be quite effective for
solving expensive black-box optimizations and successfully been
applied to a small Earth observation satellite MDO problem [17].
ARSM-ISES  approximates expensive simulations by a
second-order response surface model (RSM) for optimization. An
intelligent space exploration strategy is developed for updating
RSM to improve efficiency and global convergence performances.

Table 11 Comparison of baseline design and optimized design
Baseline Optimized

Design variable Symbol  Unit Bounds design design
Yaw angle in the first stage of GTO a deg [0,45] 30 0.0
Pitch angle in the first stage of GTO p deg [0,45] 30 347
Pitch angle in the second stage of GTO 7 deg [30,45] 30 38.8
The T position of the thruster dr mm [500,1180] 900 500.0
The N position of the thruster dy mm [800,1050] 900 1050.0
Area of solar arrays Aga m? [60,90] 80 76.2
Capacity of battery C; Ah [60,90] 80 73.7
Area of radiators A, m> [5,10] 8 6.9
Angular momentum of reaction wheel H, Nms [25,50] 40 29.7
Core thickness of service cabin plates SH mm [15,25] 20 15.0
Core thickness of communication cabin CH mm [15,25] 20 15.0
plates

Core thickness of central cylinder TBH mm [15,25] 25 18.1
Ply thickness of service cabin plates SP mm [0.1,0.2] 0.15 0.10
Ply thickness of communication cabin CSP mm [0.1,0.2] 0.15 0.10
plates

Ply thickness of bearing cylinder TBP mm [0.1,0.2] 0.2 0.15
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Table 12 Constraint values of the initial design and optimized design

Baseline Optimized
Constraint Symbol  Unit Range design design
Total orbit transfer time Iy day <214 231.5 198.7
EWSK accuracy Amax deg <0.05 0.05 0.05
NSSK accuracy imax deg <0.05 0.01 0.01
Beginning-of-life power Pgor kW >14.15 15.05 14.66
Ending-of-life power Pror. kW >11.90 12.18 11.90
Depth of discharge DOD - <0.8 0.74 0.80
Steady-state temperature T K [267,328] 317.5 327.7
Angular momentum residue cac Nms >0 0.95 0.23
First rotational modal frequency round Jfx Hz >5 5.69 52
X-axis
First rotational modal frequency round fy Hz >5 5.75 53
Y-axis
2700 T T T T TR
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Fig. 12 History curves of objective and maximum constraint
violation
Table 13 Comparison of the optimized system mass

Index Baseline design Optimized design

Total mass 2672.8 2516.5 kg

x10°
. Second stage
of transfer

x10*
First stage of
vam  transfer

Fig. 13 Optimized trajectory of the transfer orbit

ARSM-ISES has also been successfully applied to solve the all-
electric GEO satellite MDO problem with single-fidelity models
in Ref. [8].

To prove the significance of multi-fidelity optimization, both
SRBF-SVM and ARSM-ISES are applied to solve the all-electric
GEO satellite MDO problem with high-fidelity models alone in
this paper. The maximum number of HF sample points for
SRBF-SVM is set to be 237, i.e., the total number of sample
points for the multi-fidelity optimization in Sec. 5.1. ARSM-ISES

021404-10 / Vol. 142, FEBRUARY 2020

(b)

Fig. 14 Modal shapes of the optimized structure: (a) around
X-axis and (b) around Y-axis

follows the same configuration in Ref. [8]. The optimization
results of SRBF-SVM and ARSM-ISES are briefly summarized
in Table 14. The optimized objectives and computational costs con-
sumed for optimization are compared in Table 15.

As shown in Table 14, both SRBF-SVM and ARSM-ISES can
successfully find a feasible solution of the all-electric GEO satel-
lite MDO problem by purely using HF models. But the optimized
total mass from adaptive Co-Kriging optimization is 97.6 kg
and 36.8 kg lower than that of SRBF-SVM and ARSM-ISES,
respectively. Moreover, owing to using cheap LF samples, the
computational cost of adaptive Co-Kriging-based multi-fidelity
optimization is significantly reduced by 40% and 82%, respec-
tively, than that of SRBF-SVM and ARSM-ISES with pure HF
samples. This efficiency merit of multi-fidelity optimization is
desirable in spacecraft system design practices when the computa-
tional cost is limited.

From the optimization results and discussions above, the pro-
posed adaptive Co-Kriging-based optimization framework is feasi-
ble and effective to solve the all-electric GEO satellite multi-fidelity
MDO problems with multi-fidelity models. Via multi-fidelity
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Table 14 Optimization results of competitive algorithms

SRBF-SVM ARSM-ISES
Design variables aldeg 18.1 7.12
pldeg 29.2 27.69
@ldeg 35.6 4421
dr/mm 517.2 614.22
dy/mm 886.6 824.93
A,,/m® 79.2 75.98
Cy/Ah 81.7 73.66
AJm® 8.1 8.72
H,/Nms 41.3 45.67
SH/mm 15.7 24.14
CH/mm 18.4 15.04
TBH/mm 18.7 16.97
SP/mm 0.14 0.105
CSP/mm 0.11 0.102
TBP/mm 0.15 0.161
Constraints t/day 213.3 204.6
Amax/deg 0.04 0.04
imax/deg 0.01 0.01
Ppor/kW 15.10 14.69
Peol/kW 12.23 11.90
DOD 0.72 0.80
T/K 316.8 308.42
cac/Nms 10.3 16.23
fx/Hz 5.2 5.35
fy/Hz 52 5.41

Table 15 Optimization results of competitive algorithms

SRBF-SVM ARSM-ISES Adaptive Co-Kriging
Total mass 2614.1 kg 2553.3 kg 2516.5kg
HF samples 237 817 100
LF samples None None 137
Running time ~15h ~50h ~9h

optimization, the total mass of the satellite system can be signifi-
cantly reduced to save the launch and deployment cost, which
improves the overall performance of the system and produces
considerable economic benefits from the customers’ perspective.
Additionally, comparing with the state-of-art metamodel-based
optimization with HF models alone, the adaptive Co-Kriging-based
multi-fidelity optimization can significantly reduce the computa-
tional cost. The investigations demonstrate the effectiveness and
practicality of the multi-fidelity modeling and adaptive
Co-Kriging-based optimization work in this paper for all-electric
GEO satellite system design practices.

6 Conclusions

In this paper, an all-electric GEO satellite MDO problem with
multi-fidelity models is investigated. The analysis models of GTO
and structures with different levels of fidelity are developed to
perform the multi-fidelity multidisciplinary optimization. As for
the GTO discipline, a two-stage strategy is utilized to implement
the low-thrust GEO transfer, where the dynamics formulation and
simulation step are taken into account to construct different fidelity
models. As for the structure, the HF model is built as an adjoined
double-satellite FEA simulation, while the LF model is tuned
from an isolated satellite FEA simulation. Given the multi-fidelity
models, a novel adaptive Co-Kriging-based optimization frame-
work is proposed to effectively solve the satellite MDO problem.
In this framework, the Co-Kriging metamodels of objective and
constraints are constructed for optimization based on the limited
samples arising from HF- and LF-MDA processes. During the opti-
mization, the Co-Kriging metamodels are gradually updated via the
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multi-objective adaptive infill sampling approach. In this approach,
the EI and PF functions of the objective are, respectively, con-
structed based on the associated Co-Kriging metamodel. And the
NSGA-II algorithm is utilized to simultaneously optimize the EI
and PF functions to obtain a set of Pareto frontier points, where
the infill point is determined by the information of current pseudo
optimum. Several numerical benchmark problems are tested to
demonstrate the effectiveness of the framework. Finally, the pro-
posed optimization framework is applied to solve the all-electric
GEO satellite multi-fidelity MDO problem. The results show that
the total mass of satellite system is decreased by 156.3 kg, which
is a remarkable improvement for the overall system performance.
Additionally, owing to the efficiency of multi-fidelity modeling,
the computational cost is significantly reduced compared with our
previous proposed SRBF-SVM and ARSM-ISES which purely
uses HF models for optimization.

In future work, more disciplinary models with different levels of
fidelity are expected to be integrated within the MDO problem to
further improve the design quality and reduce the optimization
cost for all-electric GEO satellite systems. Since the error margin
in LF models can significantly affect the approximation accuracy
of Co-Kriging, the influences of error margin will be investigated
to further enhance the optimization capability of the proposed opti-
mization framework. Note that the adaptive Co-Kriging-based opti-
mization framework in this paper is also applicable to the
multi-fidelity optimization of other sophisticated systems (e.g.,
automobile, aircraft), more engineering applications are expected
to be investigated in the future.
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Appendix

Disciplinary Coupled Relationships. The coupled state vari-
ables in the DSM as shown in Fig. 1 are defined in Table 16 [8].

Table 16 Definitions of coupled state variables

Symbol Definition

Y2 Initial satellite mass in GEO

Y13 Transfer information and flying time during the radiation belt,
power requirement of the satellite in GTO

Yia Extreme external heat flux

Yis Transfer information

Yie Mass of fuel used in GTO

Y23 Power requirement in GEO operation

Y26 Mass of fuel used in GEO position keeping

Y34 Output power of solar arrays

Y35 Area of solar arrays

Y36 Mass of power subsystem

Ya6 Mass of thermal control subsystem

Yse6 Mass of attitude control subsystem

Y61 Total mass of the satellite, objective

Ye2 Center of gravity height

You Total mass of satellite, objective

Yes Moments of inertia
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Numerical Benchmark Problems. The formulations of the numerical benchmark problems are presented as follows:

ICE [31]:

max f(x) = Ko((pQ/Ap)nn, — FMEP), x =[b, c;, dg, d, w]
70 <b<90,6<c, <10,30 <dp <40,35<d; <45, 4 <w <8

My =l +5.96 x 1073w?]/[1 + [(9.428 x 107°)
X (4V /N:Cy)(w/d])T]

_ { 1.067 — 0.038 exp (w —5.25), (w > 5.25)
o = 0.637 4+ 0.13w — 0.014w? + 0.000 66w>, (w < 5.25)

g = 0.8595(1 — Cr—0.33)

N, =Naqg — (1.5 /w)°'5
S, = (0.83)[(8 + 4c,) + 1.5(c, — D(@N./V)B1/[(2 + ¢,)b]
FMEP = (4.826)(c, — 9.2) + (7.97 + 0.253V,, + 9.7(107%)V)

V, = @8V /aN.)wb™>
S.t.
e1=KiINb—-L <0

g2 = (4K, V/aN.Lp)'? = b <0
g=di+dp—K3b <0
g4=Kud—dp <0
gs=dp—Ksd; <0

g6 = (9.428)(1075)(@4V /2N, )(w/d}) — KeCs < 0
g7=c¢,—13.2+0.045p < 0
g=w—K; <0

89 =3.6(10°) — KgOr,,, < 0

How = 0.8595(1 — ¢0¥) — 8,
Hesse [14]:

f)==25(1 =27 —(2 =2 = (i3 = 1) = (g —=4)° — (xs = 1)’ — (x¢ —4)°

0<x1 <5,0<x<41<x3<50<x4<61<x<50<x<I10
S.t

g1x)=2—-x1-x)/2<0

() =@ +x-6)/6 <0

G =(—x1+x-2)/2<0

ga(x)=(x; —3x,—-2)/2 <0

gs(0) =4 — (3 =3)* —x4)/4 <0

g6(x) = (4 — (xs — 3)* = x6)/4 < 0
G4 [14]:

f(x) =5.3578547x3 + 0.8356891x,x5 + 37.293239x; — 40792.141
78 <x; < 102,33 <x, <4527 <x; <45,i=345
S.t
u = 85.334407 + 0.0056858x,x5 + 0.0006262xx4 — 0.0022053x3x5
g1 =-u=<0
gx)=u-92<0

v =280.51249 + 0.0071317x,x5 + 0.0029955x;x, + 0.0021813)(%
g3(x)=—v+90 <0
gix)=v—-110<0

w=9.300961 + 0.0047026x3x5 + 0.0012547x1x3 + 0.0019085x3x4
gs(x)=—w+20<0
ge(x)=w—-25<0

(A1)

(A2)

(A3)
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