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Abstract. Fine-grained sentiment analysis on the Web has received
much attention in recent years. In this paper we suggest an approach to
Aspect-Based Sentiment Analysis that incorporates structural informa-
tion of reviews by employing Rhetorical Structure Theory. First, a novel
way of determining the context of an aspect is presented, after which a
full path analysis is performed on the found context tree to determine the
aspect sentiment. Comparing the proposed method to a baseline model,
which does not use the discourse structure of the text and solely relies
on a sentiment lexicon to assign sentiments, we find that the proposed
method consistently outperforms the baseline on three different datasets.

1 Introduction

Being an integral part of most people’s lives, the Web is one of the primary
outlets for consumers to express their opinions on products and services they
feel engaged with. This engagement can stem from the fact that they purchased
a certain product or service resulting in a glowing review of that product or
service, but it can also come in the form of an outcry on social media against a
product or service because of some shortcoming that prevents the consumer from
actually buying it. The willingness to freely share these thoughts and emotions
is a driving force behind the success of review sites and review sections on e-
commerce sites.

The ubiquity of reviews in e-commerce has proven to significantly affect cus-
tomer decisions [3], as well as to provide a valuable marketing tool for companies
[4]. However, to get a robust overview of a certain product or service, a large
number of reviews needs to be covered. This calls for an automated method that
performs sentiment analysis on consumer reviews.

For more than a decade [19, 25], many different methods have been developed
that aim to automatically extract consumer sentiment from reviews. Over the
years, not only has the accuracy of these methods been improved, its level of
detail has also increased. Whereas the first methods computed sentiment with
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respect to the whole review, later methods analyzed the text at a finer level of
granularity, such as at the sentence level (e.g., [11]) or even sub-sentence level
(e.g., [26]).

In contrast to methods that compute a sentiment value for a given piece of
text, Aspect-Based Sentiment Analysis (ABSA) aims to extract sentiment values
for a set of aspects (i.e., characteristics or traits) of the product or service being
reviewed [22]. Hence, ABSA considers the joint problem of finding aspects (i.e.,
what characteristics of the entity under review are discussed?) and computing
sentiment for each found aspect (i.e., what sentiment is expressed on that par-
ticular trait?). The second task also requires that one must identify the exact
part of the text that covers a certain aspect. In this research we focus on the
second task only, and thus the aspects that are discussed in the text are consid-
ered given. This assumption is valid for many review sites in which the aspects
of interest are predefined and the user sentiment is gauged for these particular
aspects so that products or services can be easily compared.

An interesting new method that has been introduced at the review level
[7] and sub-sentence level [29] is that of using discourse relations in the text
to compute sentiment values. More specifically, these approaches use a parser
implementing the Rhetorical Structure Theory (RST) [15] to find discourse re-
lations in the text, exploiting those to assign weights to the different discourse
elements in the text. Hence, parts that are important for the discourse can be
emphasized with a high weight, while parts that are less relevant can be di-
minished with a lower weight. The application of discourse relations can lead
to significant performance improvements, as evidenced by the 15% increase in
F1-score reported in [7]. Similar results are reported in [29], where using RST
at the sub-sentence level is shown to lead to considerable improvements over a
Support Vector Machine baseline.

While the application of discourse analysis for sentiment analysis has been
successful at both the review and sub-sentence level, its application has, to the
best knowledge of the authors, not been considered for ABSA. Unfortunately, a
direct extension of the existing methods to the aspect level is non-trivial due to
the fact that aggregating text units is not as natural for aspects as it is for text
elements. Instead, a crucial step when applying discourse analysis to ABSA is to
define a context for the investigated aspect, mapping the aspect to a certain set of
text elements. The work presented in this paper aims to extend the application
of discourse analysis to the aspect level, where we focus on finding discourse
relations through the application of RST. A main contribution in this respect is
a novel way of defining the aspect context based on the discourse relations found
through the RST analysis. Furthermore, we suggest how to incorporate this new
way of defining the aspect context into a larger framework for ABSA.

The organization of this paper is as follows. In Sec. 2, we consider RST and
its current application to sentiment analysis. The main processing framework is
introduced in Sec. 3, where we present our method of finding aspect context, as
well as the weighting scheme and natural language processing steps involved in
computing the sentiments associated to the aspects. We then discuss the actual



implementation of our framework in Sec. 4. The performance of the proposed
method is evaluated in Sec. 5, and in Sec. 6 conclusions and suggestions for
future work are presented.

2 Related Work

While many of the suggested methods for sentiment analysis have proven to be
successful [22], a possible deficiency of these traditional methods is that they do
not make use of structural elements in text. As has been shown by [1], considering
such semantic relations in text may have a positive impact on the sentiment
mining task. As a result, we have recently seen the development of different
sentiment mining methods that take the discourse structure of text into account.
A common characteristic of these methods is that they tend to rely on the use
of RST [15] for finding the discourse relations in the text.

To find discourse relations in text, an RST analysis first splits the text into
clauses, also called elementary discourse units (EDUs). It then postulates rela-
tions between these EDUs, selecting from a list of predefined rhetorical relations.
One can distinguish between two types of relations: mononuclear relations and
multinuclear relations. In mononuclear relations, the two discourse elements have
an unequal status, with one element being the more prominent ‘nucleus’ and the
other being the supporting ‘satellite’. An example of a mononuclear relation is:

‘I bought this laptop, because it has a good processor.’

In this sentence, the clause after the comma is ancillary (and therefore the satel-
lite) to the first clause (the nucleus), as it gives an explanation to the first part.
In multinuclear relations, all elements have the same status and are considered
nuclei. An example of such a multinuclear relation is:

‘This laptop is neither fast nor does it have large storage capacity.’

Here, none of the elements is more prominent than the other and they are thus
both considered nuclei.

An important property of an RST analysis is that EDUs can be aggregated to
form new clauses, for which we can then again determine the discourse relation
they are in. By proceeding in this way, a complete hierarchical structure of the
text is obtained, which can be represented as a tree. In RST, the hierarchical
structure of a text is referred to as the discourse tree.

Due to the complexity of RST methods, many researchers thought in the
1990s that discourse analysis could only be performed in combination with fully
specified clauses and sentence structures [10, 12]. However, in [17], the first dis-
course parser that works with unrestricted text is presented. The proposed parser
automatically determines the EDUs in unrestricted text as well as the discourse
relations between these EDUs, using several lexicographical rules.

Based on the successful application of RST parsers for unstructured text,
RST is a natural candidate for use with online consumer reviews and RST has



been applied to sentiment analysis in several different ways. One of the first
works to apply RST to sentiment analysis is [24], which suggests to rank words
that are contained in a satellite differently than those that are contained in
a nucleus. When determining whether a word is contained in a satellite or a
nucleus, only the leaf level of the discourse tree is considered. Interestingly, this
relatively simple split into nuclei and satellites already leads to an improved
performance of their suggested sentiment orientation calculator.

This idea is extended by [7], where, although still functioning at the leaf-
level of the discourse tree, not just a distinction between nucleus and satellite is
used, but also the rhetorical relations between the discourse elements. For this
analysis, the eight relations that are most frequently found in the used dataset
are considered, out of the 23 rhetorical relations from [15]. One of the findings is
that words that are contained in some relation may be of more importance than
others, or it may be the case that a relation indicates the presence of a negation.
In the given evaluation setup where sentiment is classified per sentence, apply-
ing RST leads to a 15% improvement in F1 score compared to a baseline which
does not incorporate the discourse structure of the text. Sentence-level senti-
ment analysis is also the focus of [27], where discourse information is used to
formulate constraints for a Conditional Random Field model. It is shown that
these discourse-based constraints are especially important in improving senti-
ment prediction.

In [29], RST is applied at the sub-sentence level through an application of
Markov Logic. The main focus is on dividing the relations into contrasting and
non-contrasting relations, as a contrasting relation may potentially negate the
sentiment found in an EDU. In an experimental evaluation of the proposed
method, a considerable improvement is found, compared to a baseline model
without discourse information.

Another method that operates at the sub-sentence level is presented in [28],
where sentiment is predicted for each EDU. An interesting part of this research is
the comparison of RST with the Penn Discourse Treebank (PDTB). The main
conclusions are that RST outperforms PDTB and that methods that include
discourse information when predicting sentiment for an EDU outperform the
baselines that do not have access to this information.

In [13], sentiment is also predicted for each EDU, however, the authors
present a Bayesian model that jointly models sentiment, aspects, and discourse
markers. Unfortunately, the method assumes that the overall document senti-
ment is given, which is not the case in ABSA.

The application of discourse analysis can bring significant improvements to
the analysis of sentiment. However, it has not yet been applied to sentiment
analysis at the aspect level. In order for that to be possible, it is crucial to find
the context of a certain aspect within the text, since the sentiment should be
computed from that particular context. Next to the actual sentiment analysis
method itself, the proposed method for finding this aspect context is one of the
main contributions of this paper.



Fig. 1: Outline of framework

3 Framework

In this section we discuss the framework used to find the sentiment with respect
to some predefined aspects in online customer reviews. Fig. 1 shows the main
steps as proposed in the framework and these steps will be elaborated on one-
by-one in the coming subsections.

3.1 Constructing the Discourse Tree

To incorporate the structural relations of a review into the analysis, our method
relies on the application of RST to analyze the discourse structure in the review
text. Two important elements of such an analysis are to determine the type of
discourse parser used and the exact set of rhetorical relations considered in the
analysis.

In this work, we propose the use of a document discourse parser to construct
discourse trees, which has the advantage over sentence level parsers that one can
also take inter-sentence relations into account. Since the context of an aspect
is expected to be rather small, the use of inter-sentence relations may be ad-
vantageous considering that reviews tend to contain rather informal language in
which sentences are short. An example would be:

‘I like the speed of this laptop. But starting up is terribly slow.’

In such a sentence the actual aspect relating to the speed of the laptop is in the
first sentence, but the very positive sentiment in this first sentence is actually
reconsidered to some extent in the second sentence. Hence, to properly find the
sentiment relating to the aspect, the inter-sentence relationship is of importance,
which confirms the need for a document-level discourse parser.

Furthermore, a subset of the 23 discourse relations, as first introduced by
[15], is utilized to analyze the discourse structure of the text. For this work, we
choose to use the eighteen most frequently found relations, as identified by [8],
instead of the small subset of eight relations used by [7], as we hypothesize that
in the supervised setting the framework might still be able to find the correct



impact of a relation, even when a relation is not often encountered. Moreover,
we expect errors in estimating the impact values for these infrequent relations
to have only a minor effect on performance.

3.2 Finding the Context Tree

In order to determine the sentiment associated with a certain aspect, it is impor-
tant to define the context of that aspect within the text. To that end, a method
is proposed that uses the found RST relations to define which parts of the text
are covering which aspect. The method starts by finding the leaves in the RST
tree that contain aspects. The aspects themselves are given for the data we use.
An example of an annotated sentence from the one of the used datasets is given
below (including the obvious spelling mistakes, as is common in user generated
content on the Web).

<sentence id="1028246:1">

<text>Service was devine , oysters where a sensual as

they come , and the price can ’t be beat !!!</text>

<opinions >

<opinion target="Service" category="SERVICE#GENERAL"

polarity="" from="0" to="7" />

<opinion target="oysters" category="FOOD#QUALITY"

polarity="" from="20" to="27" />

<opinion target="NULL" category="RESTAURANT#PRICES"

polarity="" from="0" to="0" />

</opinions >

</sentence >

For each sentence, the aspects are given together with the position inside
the sentence (i.e., with the from and to values). Some aspects are implicit and
do not have a specific target inside the sentence (i.e., target is NULL and from

and to are zero). In certain cases, including all instances of implicit aspects,
the aspect is not contained in a single EDU, but its description is spread over
multiple leaf nodes. In such a situation, all leaf nodes related to the aspect are
considered separately and the final results are aggregated. The polarity values
are empty, since that is the very thing our method predicts for each aspect.

After finding the leaf nodes that contain the aspect, we determine the relevant
part of the review based on the fact that satellites tend to be complementary to
nuclei. To illustrate this, consider the example:

‘I think the hard-drive is good, since it has large storage capacity, so I
bought it.’

Fig. 2 shows the rhetorical structure of this example. In this example the aspect
sentiment related to the aspect of the overall quality of the hard-drive is con-
tained in the EDU ‘I think the hard-drive is good’, but to fully determine the
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Fig. 2: Full discourse tree of a simple review sentence (the curved lines denote
a mononuclear relation between a nucleus and a satellite)

sentiment expressed on the hard-drive we need its corresponding satellite: ‘since
it has large storage capacity’.

Based on this complementary relation of satellites to nuclei, we argue that a
satellite should be taken into account when determining aspect sentiment for the
case where the satellite relates back to a nucleus containing the aspect. On the
other hand, we argue that nuclei do not add to the understanding of the satellite.
Hence, we have a natural definition of context through the asymmetry found in
the relation between nucleus and satellite. Relating this back to the discourse
tree, it follows that the context defined by this asymmetry is a sub-tree of the
original discourse tree. This subtree contains as root the lowest level satellite
in which the aspect is contained. More specifically, for the example discussed in
Fig. 2, this means that both the satellite and nucleus of the lower level of the
tree should be considered, where this nucleus and satellite jointly correspond to
the part of the sentence until the junction made by ‘so’.

To find the context tree for an aspect, the algorithm looks for the lowest
level satellite that contains an aspect. This is done by checking whether the leaf
node containing the aspect is a satellite. If this is the case, we stop searching.
Otherwise we check whether the parent node (i.e., the linked node one level
higher than the leaf node in the discourse tree) is a satellite. If that is not the
case, we move up to its parent node and repeat this procedure until we reach a
satellite. One can easily verify that this procedure indeed returns the indicated
subtree for the example considered in Fig. 2.

In some cases, one aspect can have multiple context trees. Consider the fol-
lowing example for which the discourse tree is given in Fig. 3.

‘I like this laptop, because it starts up quickly and reacts immediately
to my commands.’

In this example, the aspect relating to the speed of the laptop is described in the
second part of the sentence ‘because it starts up quickly and reacts immediately
to my commands’. However, this sub-sentence consists of two leaves, and thus
for both leaves a context-tree is found. In this small example, both leaf nodes
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Fig. 3: Full discourse tree for a sentence with multiple context trees (note that
the straight lines of the ‘Joint’ relation denote the fact that this is a multinuclear
relation)

will have the same context tree, since they share an immediate parent which is
also a satellite. Hence the context tree for both leaves is the tree corresponding
to this sub-sentence.

In other cases, the same aspect can be referred to in separate sentences.
Since the RST analysis takes inter-sentence relations into account, these cases
are naturally dealt with. An example of the RST analysis taking inter-sentence
relations into account can be found in the following example, for which the
discourse tree is given in Fig. 4.

‘I was quite hopeful about the speed. However, it is truly atrociously
slow, especially when starting up.’

The aspect ‘speed’ (e.g., of a laptop), is literally mentioned in the first sentence
but without expressing any sentiment. In contrast to this, the second sentence
expresses a strong negative sentiment on this aspect, but without literally men-
tioning the aspect again. The contrasting inter-sentence relation is exploited by
our method to combine the sentiment from the second sentence with the aspect
in the first sentence.

3.3 Performing Word-Level Scoring

After finding the context tree the next step is to determine the sentiment of
the different EDUs contained in the context tree. Note that since EDUs get
combined further up the tree, we should compute the sentiment for all leaf nodes
in the context tree. To determine the sentiment for the leaves we use a sentiment
lexicon-based approach that is constructed around the notion of synsets, which
correspond to a set of cognitive synonyms.

In this approach all words in the considered reviews are first disambiguated
since words can have different meanings in different context. To find a word’s
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Fig. 4: Full discourse tree showing inter-sentence relation

meaning, its part-of-speech (POS) and lemma are initially collected. As a lexicon
can still have multiple entries for a POS of a word, the information regarding
the POS of the word is then complemented by its corresponding word sense as
determined by the Lesk algorithm [14]. Using the POS, lemma, and word sense
of a word, its sentiment score can be obtained from a sentiment lexicon.

3.4 Determining Aspect Sentiment

Combining the output from the previous steps leads to the calculation of the
sentiment for each aspect based on its context tree and sentiment score per EDU.
This can be done using either the full-path rhetorical structure model or the
partial rhetorical structure model. When using the partial rhetorical structure
model, only the relations at the leaf level of the discourse tree are utilized,
as these are the most fine-grained. In contrast, using the full-path rhetorical
structure will allow the use of the path from the root of the context tree to the
leaf level. For this work, the full-path rhetorical structure model is employed, as
it has been shown to better capture the expressed sentiment [9].

To introduce this method more formally, we use some relevant notation. Let
S be the set of leaf nodes of the context tree, sent(si) be the sentiment score
corresponding to leaf node si ∈ S, and Psi denote all nodes on the path from the
root node of the context tree to leaf node si. Furthermore, let sent(tj) be the
sentiment score for word tj ∈ si. Last, let wrn denote the weight associated with
the rhetorical role of node rn. Then, the sentiment score of a leaf node si ∈ S
can be computed as

sent(si) =
∑
tj∈si

sent(tj)×
∏

rn∈Psi

wrn ,∀si ∈ S. (1)

In addition to the context tree and the model described above, we also need a
weighting scheme which determines for each rhetorical role rn, the weight wrn . In



our framework we apply the weighting scheme as proposed in [7]. It hypothesizes
that relations only differentiate between the importance of different satellites and
not of different nuclei. This is intuitively illustrated by the example as introduced
in Fig. 2, where it seems plausible that the explanation relation as found in the
lower level of the tree does not contribute to the nucleus in the leaf level of
the tree. Hence, we obtain a single weight for all EDUs attached to a nucleus,
whereas we consider a separate weight for each satellite relation. More formally,
with R denoting the set of RST relations, the set of weights is defined as W =
{(r, Satellite)|r ∈ R} ∪ {Nucleus}. Here, a relation rn = (Nucleus, r) ∀r ∈ R is
assigned the weight that corresponds to the relation Nucleus as considered in
W .

The weights are then optimized on training data using a genetic algorithm.
Starting with an initial population of random weights, the fittest of these are
combined in every step to produce a new set of weights. Moreover, each step
mutations occur with a certain probability, to ensure variety in the population,
lowering the risk of getting stuck in local optima. The chosen fitness measure is
the F1 value that is obtained when running the algorithm with the given weights.

The last step in our framework is to determine the sentiment for each aspect.
To that end, the sum is taken of all the sentiment scores belonging to the context
trees that we found to relate to the current aspect. A threshold ε is then used to
categorize the sentiment score into the positive or negative class. As suggested
by [7], the threshold ε is set as the mean of (1) the average computed sentiment
score for the aspects with positive sentiments and (2) the average computed
sentiment score of the aspects with a negative sentiment, to avoid the sentiment
bias in reviews. In its current form, the proposed algorithm does not predict
neutral sentiment values and is limited to positive and negative only.

4 Implementation

Our implementation is done in the Java programming language, using the Senti-
WordNet [2, 5] sentiment lexicon, the CLULAB [23] processors for RST parsing,
and Stanford CoreNLP [16] for various basic natural language processing tasks.

SentiWordNet is used to assign a sentiment score to each disambiguated word,
represented as a WordNet synset. For each synset, three scores are available:
objectivity, negativity, and positivity. These three scores always sum up to one,
hence when knowing two scores, the third can be inferred. To arrive at a single
sentiment score for each synsets, we ignore the objectivity score and subtract
the negativity score from the positivity score, resulting in a real number in the
[−1, 1] interval [9].

CLULAB is a text-level discourse parser which we use to construct a discourse
tree for each review. It is primarily based on the HILDA discourse parser [8]
and it uses the same discourse relation set as the discourse parser developed
by [6]. This means that CLULAB can be used to parse entire texts, whereas
sentence level discourse parsers can only be used to construct discourse trees for
separate sentences. To break down the input text into EDUs, also called discourse



Algorithm 1: findLeaves(tree, aspect)

input : The discourse tree and aspect under consideration
output: List with all leaves that contain the aspect
// Find leaves that contain aspects

if tree is leaf then
if tree contains aspect then

return tree;
else

return ∅;
end

end
aspectLeaves←− ∅;
for all children of tree do

aspectLeaves←− aspectLeaves ∪ findLeaves(child, aspect) ;
end
return aspectLeaves;

segmentation, and find the relations between them, support vector machines
(SVMs) are used. To specify the different relations between EDUs, CLULAB
uses a discourse relation set consisting of 18 different relations. Examples of the
considered relations are attribution, condition, and cause. In addition, it specifies
whether the specific relation is multinuclear or mononuclear.

4.1 Finding the Context Tree

After constructing the discourse trees, the algorithm presented in Algorithm 1
finds all leaves that contain the aspect under investigation, using as input the
aspect to consider, together with the previously constructed discourse tree. The
algorithm starts at the root of the discourse tree and recursively checks all the
leaf nodes whether they contain the aspect or part of it. If so, that leaf node is
added to the list which is the output of the algorithm.

In the previous step we found all leaf nodes that contain the aspect, irrespec-
tive of them being a nucleus or a satellite. In the next step, the context tree of
each of the selected leaf nodes is determined based on the asymmetry between
nucleus and satellite. The algorithm for this task is given by Algorithm 2. The
algorithm starts from the position of a leaf node, after which it iteratively eval-
uates the role of the parent node of the current node. If the parent node is a
nucleus, the parent node becomes the current node and the algorithm moves
up one step to evaluate its parent node. This procedure is repeated until the
evaluated parent node is either a satellite or the root of the discourse tree. Then
the algorithm stops and returns the tree that has that node as its root. Hence,
every leaf node will get a context tree that is defined as its closest ancestor, that
is a satellite, or the top ancestor (i.e., root of the discourse tree), together with
all nodes that share this ancestor.



Algorithm 2: defineContext(aspectLeaves)

input : aspectLeaves, the set of leaves that contain the considered aspect
output: contextTrees, the set of all context trees for the considered aspect
// Find closest ancestor that is a satellite

contextTrees←− ∅;
foreach leafNode ∈ aspectLeaves do

node←− leafNode;
while hasParentNode(node) and typeOf(parentNode(node)) = Nucleus
do

node←− parentNode(node);
end
// Context tree, defined by its root node, is added to set

contextTrees←− contextTrees ∪ {node}
end

4.2 Performing Word-Level Scoring

The next step involves assigning scores to all the nodes that have been previously
classified as leaf nodes in the context tree. First, punctuation is removed from
the text in the EDUs that correspond to the leaf nodes in the context tree. Then
the text is split into separate words. After disambiguating to get the meaning
of a word, its sentiment score is retrieved from SentiWordNet. Summing up the
sentiment scores yields the sentiment score for each EDU that is linked to a
particular aspect.

4.3 Determining Aspect Sentiment

The last step of our algorithm is determining the sentiment score for each context
tree. For this purpose, we sum the weighted sentiment of the leaf nodes of a
context tree (the RST-based weights are here aggregated by multiplication from
leaf to root). The pseudocode for this step is presented in Algorithm 3, where
this algorithm should be called with the root node of the context tree as node
and with a weightNode equal to 0. In this algorithm we apply recursion to assign
to all leaf nodes a score, which is then weighted as it returns back to the top
of the tree. Here we make use of the function getRelationWeight(node), which
gives the weight based on the RST relation it is involved in and whether or not
this node is a nucleus or satellite.

The last step is now to compare the obtained sentiment score for the aspect
to the value of ε. If the sentiment score is smaller than ε, the returned sentiment
for the aspect is negative, otherwise it is positive.

5 Evaluation

This section first introduces the datasets that have been used to evaluate the
performance of our proposed methods, after which a comparison of the perfor-



Algorithm 3: assignScores(nodeTree, weights, weightNode)

input : the context tree under consideration represented by a node, the
weights for the RST relations, the weights so far built up in the tree
weightNode

output: The sentiment score of the context tree
currentWeight←− weightNode;
if node is not the root node of the context tree then

currentWeight←− currentWeight ∗ getRelationWeight(node);
end
if node is a leaf node then

score←− the sentiment for this EDU;
return score ∗ currentWeight;

end
newScore←− 0;
foreach child of node do

newScore←− newScore + assignScores(child, weights, currentWeight);
end
return newScore

mance of these methods is made. Additionally, this section introduces a baseline
method which we benchmark our method against.

5.1 Data Description

In the evaluation we used three sets of reviews. All of these datasets are from
the SemEval ABSA Task [21, 20]. We consider here the dataset on restaurant
reviews of the SemEval 2014 and the datasets on restaurant and laptop reviews
of the SemEval 2015. For the aspects considered for the dataset about laptops,
one can think of among others the battery, the screen, and the hard-drive. For
the restaurant datasets, aspects relate to for example the atmosphere, taste of
the food, and level of service.

An important difference between these datasets is that the SemEval 2014
dataset consists of only single sentence reviews, while the SemEval 2015 datasets
consider reviews with multiple sentences. Furthermore, the size of the datasets
differs as the restaurants dataset of 2014 contains a total of 3041 reviews and a
total of 3693 aspects. The dataset of laptops contains instead 277 reviews, 1739
sentences and 1974 aspects, while the dataset of restaurants of the SemEval 2015
contains a total of 254 reviews, 1315 sentences, and 1654 aspects. The datasets
contain mostly positive and negative aspects, but a small number of aspects are
annotated as neutral or conflicted. Since our method only predicts positive or
negative, the performance with respect to these classes is not reported. Note that
for the overall performance measures, these instances are considered incorrect
classifications and hence are included in the computation of the performance
measures.



Table 1: Performance for the laptops 2015 dataset

(a) Performance of baseline method

Precision Recall F1

(b) Performance of proposed method

Precision Recall F1

Overall 0.67 0.67 0.67
Positive 0.67 0.88 0.76
Negative 0.69 0.47 0.56

5.2 Baseline Method

The acquired results are compared against a baseline model in order to evalu-
ate the performance of the suggested method. In this case the baseline method
considers a simple natural language processing approach that employs Senti-
WordNet and does not account for the discourse structure of the text. For each
aspect we consider a fixed size context window of one to three words around the
aspect. For aspects that do not have a specific target in the sentence but are
implicit, we consider the whole sentence as the context window. Let the set of
the words in this context for aspect i be given by ci, then the baseline method
computes the sentiment for aspect i as

sent(i) =
∑
tj∈ci

sent(tj). (2)

where tj are the words in the current review j in which i is an aspect. Similar
to the proposed method, the sentiment score for each word is retrieved from
SentiWordNet.

5.3 Comparison of Methods

The proposed method is evaluated on three datasets using the common 10-fold
cross-validation technique. The performance of the baseline and the proposed
method are presented in Table 1a and Table 1b for SemEval 2015 laptop data.
Since this data set does not provide any location within the sentence for aspects,
the context window for the baseline is irrelevant.

These tables clearly show that the proposed method outperforms the baseline.
An important observation is that the performance is somewhat lower for negative
aspects than for positive ones. A possible explanation for this lower performance
on negative polarities might be found in the fact that negative reviews are often
written with many positive words [18]. However, using discourse information



Table 2: Performance for the restaurants 2015 dataset

(a) Performance of baseline method

Context window = 1 Context window = 2 Context window = 3

Category Precision Recall F1 Precision Recall F1 Precision Recall F1

Overall 0.57 0.57 0.57 0.54 0.54 0.54 0.50 0.50 0.50
Positive 0.70 0.74 0.72 0.69 0.67 0.68 0.68 0.61 0.64
Negative 0.15 0.15 0.15 0.16 0.20 0.18 0.16 0.23 0.19

(b) Performance of proposed method

Precision Recall F1

Overall 0.74 0.74 0.74
Positive 0.80 0.86 0.83
Negative 0.52 0.47 0.49

mitigates this issue to some extent, as the proposed method is considerably less
sensitive to this phenomenon than the baseline.

Table 2a and Table 2b show the results for the baseline method and the
proposed method for the SemEval restaurant 2015 reviews, respectively. The re-
sults found here confirm to a large extent the observations made for the previous
dataset. Again, the proposed method outperforms the baseline model.

Last, Table 3a and Table 3b show the performance of both methods on the
SemEval restaurants 2014 dataset. These tables show that the performance of
our method is lower than for the other two datasets. A possible reason for the
decrease in performance is that this dataset only considers single sentence re-
views. As we apply RST analysis at the review level, this implies that we can
not use inter-sentence relations in this dataset, as done for the restaurant 2015
dataset. However even in this scenario where the RST analysis cannot be used
to its full potential, it is still the better option, yielding higher performance than
the baseline method, both for negative and positive aspects.

6 Conclusion

While the application of Rhetorical Structure Theory (RST) in sentiment anal-
ysis has already been proven to obtain good performance at higher levels of text
granularity, the method has not yet been explored for Aspect-Based Sentiment
Analysis (ABSA). For this reason we propose a framework that uses RST for
ABSA. In this framework, discourse trees are first created by using a document
level discourse parser. The main contribution of this paper is the definition of the
aspect context through constructing a context tree based on the asymmetrical
relation between satellites and nuclei in RST. This context tree is used for the



Table 3: Performance for the restaurants 2014 dataset

(a) Performance of baseline method

Context window = 1 Context window = 2 Context window = 3

Category Precision Recall F1 Precision Recall F1 Precision Recall F1

Overall 0.50 0.50 0.50 0.47 0.47 0.47 0.43 0.43 0.43
Positive 0.56 0.83 0.67 0.55 0.74 0.63 0.54 0.67 0.60
Negative 0.12 0.07 0.09 0.15 0.15 0.15 0.15 0.20 0.17

(b) Performance of proposed method

Precision Recall F1

Overall 0.60 0.60 0.60
Positive 0.64 0.91 0.75
Negative 0.42 0.32 0.36

sentiment scoring, for which we use sentiment lexicon-based word-scoring and a
full-path based rhetorical structure processing scheme.

To evaluate the performance of the proposed framework a comparison be-
tween the suggested methods and a baseline model that does not incorporate
the discourse tree of the review is made. The comparison of the performances of
the proposed method to the benchmark is made on the basis of three different
datasets, comprised of laptop and restaurant reviews. We find that for all three
datasets, the baseline model is clearly outperformed, but the proposed method
seems susceptible to negative reviews that use many positive words.

Based on the success of using RST for ABSA as reported in this paper, a next
step would be to extend the proposed methodology with additional components.
An interesting avenue of research would be to incorporate the found discourse
structure and context tree into a classification algorithm such as a Support
Vector Machine. This combines the raw power of machine learning with the
finesse and detail of discourse analysis.
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