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- INTRODUCTION

The computer composition - sound synthesis programs POD4, PODS &

POD6 have been designed with the following intentions:

1} To create programs offering as many fa0111t1es as possible
for real-time sound synthesis within the 11m1ted hardware and data

storage capability of a PDP-15 computer having as equipment:

K core storage
Disk unit
DECtape units

real-time clock
Paper tape reader and punch
Teletype unit

D-A converters (8 channels,12 bits)
A-D converters (4 channels;10 bits)
X-Y plotter

1

—_ N = P

All of these, w1th the exception of the A-D converters and three channels
of the D-A converters are actually used by the programs. The lack of a
magnetic digital tape unit precludes mass data storage, and thus the
smaller and slower capabilities of the dectape units have been pressed inte

service for as efficient use as p0331b1e.

2) To create programs suitable for use by 4 composer who directs
the flow of activity from the teletype through the various etages of
operation, including the makingeof changes and corrections, the results of
which may be heard within a very short period of time. 'This sense of
feedback which is ver§ important for the-composer is most'eften missihg'in
larger computer programs for synthesis where problems of conversion may
take days, if not weeks or months, preventing any kind of immediate feed-
back of the resulte of compositional ideas. As well, many of the larger
synthesis pPrograms - requlre the user to employ a great amount of psycho-
acoustic knowledge in order for him to be able to know what specifications
he must make in order to achieve & more or less predlctable sound result.
It is hoped then that the present programs will not only fac111tate this
klnd of translation of the composer's 1deas into sound, but also that they
will serve a pedagogical function for those who need first-hand learning
experience in working with computer synthesis, and yet have neither the

availability of the most advanced synthesis facilities, nor the experience

- with which to use them fully,
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3) To create programs operating from the user's point of view at a
higher, syntactical level of compdsition than that of only the specification
of the particﬁlars of sound generation; that is, the composer is not only
concerned with the nature of'the individual sound event, but alsc with that
of larger.groups.oflevents, including entire compositional sections. This
kind of compositional thinking, which seems common to the practice of all
composers, is seldom if ever given possibility in most computer programs,
which often tend to concentrate their resources on the implementation of

elaborate features of sound production technique.

4) To create programs that would act as a framework within which
the composer could build up a more personal version of the materlals avall—

‘able to him, partlcularly at the 1eve1 of sound data.

As well, it is hoped that the programs may stimulate devel-
opment of facilities for sonological research, especially in the development
of 'sound comprehending' programs, simulating the process of understanding
sound structures as musical structures, and of composition—theoretical
programs testing the competence of music users. Although the present pro-
grams have been mainly developed ahd designéd for compositienal .and pedago-
gical purpbsgs, the course of their development has revezled some further

possibilities for progress in this under-developed area.

Of the three programs developed thus far, POD5 & 6 are the
most distinct because of the difference in synthesis method, and as well the
most suited for compositional work, with POD4 acting as an introduction to
them, All use real-time synthesis methods with variable sampling rate, the
two major approaches being fixed waveform.or stored functdon' synthesis, as
in POD4 & 5, and. a frequency modulatlon method in POD6 (first developed by
John Chowning at Stanford) producing time-dependent spectra. The PBOD5 syn—:
thesiS'uSeé an array of 500, with 60 discrete amplitude levels in the form of
scaling facﬁors, andrﬁroduces sounds in the range of 60 to 8000 Hz. With |
sampling rates generally between 30 and 47 KHz. Amplitude modulation and two-
channel output form additiomnal 6pﬁions in the program. The frequency modu-
lation method is discussed in Seétion II1 (p. 6), and in Appendix B, Section
111,

For the syntactic aspeet discussed in 3) above, it was

decided that a statistical distribution represented the most general organi-
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éation of soond events, and would allow emphasis to be placed on the larger
aspects of formal stgucture, without undue preoccupatlon Wlth the. relation-
ships between 1nd1v1dua1 sound parameters. Given the case of discrete,
independent sound events, the Poisson dlstrlbutlon 1s mathematlcally the most
appropriate (see Appendix A for a fuller account). The basic solution, then,
was to organize all events by means of the Poisson distribution, but at the
same time give the user the p0551b111ty of changlng the density of events in
time, and restr1ct1ng the frequency area to"avallable" and "non~ava11ab1e"
regions for each time unit. The sound event 1tse1f is described by a freg-
uency and time p051t10n determlned by the Poisson calculation, and a sound
object spec1f1cat10n to reallze it, meanlng waveform, envelope and optlonally
spatial p051t10n and amplltude modulation with POD4 & 5, and envelope, carrier
to modulating frequeney ratio and max1mum modulation index for POD6. The
objects are chosen in various statistical ways for each composltlonal.section
eccording to the user's choice. " Several performance variables affeotlng the -
amplltude—tlme structure dllow the dlstrlbutlon to be reallzed in dlverse

ways, and give the user the chance to adjust the output on perceptual grounds,

Because of the restrictions 1n data storage, simply ﬁhe
parameters needed by the synthesis program are stored in blocks on dectape,
with the waveforms (1n POD4 & 5) re51d1ng on a second dectape, ready to be
loaded into core memory when needed In POD6 a permanent array is calculated

by the program and used as the ba51s for the synthe51s process.

In keeping with the fourth intention stated, the data for _
the basic waveforms can be obtained in various ways within the possibilities
of the program 1tse1f for example, by combining segments of waveforms already
stored onm dectape into new waveforms, or by adding a harmonic structure to one
of these existing waveforms. As well, the program accepts waveform data from
Paper tape and converts it to the appropriate format for the program. By
these methods and their oomblnatlon, the composer can build up an elaborate
library of materials with which to work In POD6 the emphasis shifts away
from the waveform itself to the process of frequency modulatlon and groups

or families of complex spectra produced by it - an area where much. exploration
still needs to be done. ‘

In view of the second intention, the data that must be cal~
culated for each sound event is stored temporarily on dectape, and used by

" the synthesis part of the Program to present the user with the results of a




iv.

calculated distribution. Changes in any parameters of the calculation,
or simply those of thé-performance characteristics, may then be made and
the results assessed. Various kinds of representations of the data

being used (numeric, graphic, punched tapes, eté.) are also available to
the user to help him make his choices, and facilitate keeping track of
changes. Each distribution of events is regarded as a compositional
section, and once all- changes have been made, the data required to re-
produce it with the same petférmance characteristics is stored on a
permanent block of dectape, or within the program storage itself, and

a summary is printed on the teletype for the user, giving him the infor;
mation necessary for recreatingzthé section exactly at a later time.

The user can then move on to a new section, whose data is added to that
already stored on dectape. At any time, all previous sections, including
the one presently being worked on, may be replayed for comparison. For

a section of 200 to 250 events, the calculation time prior to loading of
waveforms for synthesis is about 20 or 25 seconds.- Up to 378 events in a
distribution may be heard at any one time before a short interruption is

needed to fetch the next block of data.

Many subroutlnes, 1nclnd1ng the major synthe51s programs, have
been kept in as general a form as possible, to allow them to be used in
other contexts. Most of the strategies used by the programs are unique
to them, and require some familiarization, but some, particularly the
types of statistical distributions of waveforms, including the basic
tendency mask for the Poisson distribution, have been taken over from their
usége in "Project Two' of G, M. Koenig, of the Institute of Sonology, with

very similar functions and specification.

Finally, the author would like to ackndwledge the generosity
of the Canada Council for financial suppbrt, and the Institute of Sonology,
~Utrecht, for the computer time without which thése programs would not have
been dgveloped. Also, ﬁany thanks must go to G. M. Koenig, C. A. G. M.
Tempeléars,,and Dr. 0; E. Laske, all of the Institute of Sonology for
their adviée, encouragement and constructive reading of the manuscript

during the development stages of the programs.




PREFACE: ON THE MUSICAL IMPLICATIONS OF STATISTICAL PROCEDURES

FOCR COMPUTER SQUND SYNTHESIS

Basic to all cognitive-perceptual processing of péycho—acoustic'
information seems to be a sorting and coding process designed to reduce
a large mass of input data (such as that involved in sound sequences)
to an easily comprehensible sonologlcal'representatlon. If this pro—
cedure fails, the ‘input remains unintelligible in that the sonological
strategies normally‘and habitually used by the observer are inadeqﬁate
to interpret the input. In this case, it is possible that new strategies
méy be sought: for with which a more ;uccessful result can be achieved;

that is, learning may take place.

In the case of most contemporary music, the organlzatlon of the
sound material itself (as in electronic music), and/or the syntactical
nature of its overall organization (for example, by the metheds of total
serlallsm) often results in a surfeit of input information beyond the
scope of most observers' perceptual processlng capabilities. 1In this
case, it seems that a common sonological strategy reduces the amount of
input information regafding localized data, such as short-term relations
between near-adjacent sounds, into a kind of statistical éppraisal of
what is happening, and if possible looks to larger formal or syntactical
levels for a recognizable 'shape' which characterlzes the input.

Suggestive of this process is the experience of expectation aroused in

such a situation: one knows not to expect the unexpected. If some overall
processing had not been realized, such a non-expectation would be- impossible.
It seems evident, then, that the reason for much of the emphasis in

earller music on easily recogmizable units - - melodies, motifs, themes -
where the compositional material was organized to support and clarify

these units through artlculatlon, was to organize the levels of psycho-—
acoustic and sonological 1nput so clearly that the observer could interpret
it without resorting to the statistical approximation methods described,

thereby freeing him to concentrate om musical development and. form.

With a complex organization of sounds, however, unless one ig

trained to perceive thém in thé manner in which they were composed, the orguu~




ization of such an artifact will not be readily apparent to the listener,
and the result may as well be analyzed statistically and found to obey a
more or less random distribution. Thus comes the well-known phenomenon
that even expllcable events, such as wars, births, etc., may be shown to
occur at random from a statistical point of view (i.e. the.pattern of their
occurrence conforms to a Poisson distribution). Balanced against this is
the phenomenon that synthesis based on the results of statistical analysis
of a structure does not lead to a reproductlon of the structure, oxr even
necessarily to a suitable variant of it, since the musical rules imvolved
in its formation have not themselves been reproduced, but instead only the

superficial appearance has been simulated. G

Therefore, if one is to bééome involved with complex sound produc-
tion and af the same time be concerned with its fesult being understood as
musical, ‘it ddes not seem inapprOpriate to use statistical distributions
of events or parameters since it cam be supposed that most observers are
capablé of sonological strategles arriving at the recognltlon of such
structures. Note however that if this is done in terms of parameter spec—
ifiéation, which is to some extent true of these programs, there is no
guarantee that the result will be perceived in the statistical manner of
its formation. Central to the competent organization of a distribution is
the implicit knowledge of the user as to how the parametric manipulation
affects the total sound result; that is, the knowledge of how a theoretical
distribution is weighted by'pe;ceptual factors. Unfortunately, sonological
research is still at such an infant stage that even the basic knowledge
regarding such sonic design is obscure, and therefore, since it cannot as
yet be incorporated into the present programs, some compensation has to be
made by devoting large parts of their operation to the user's testing and.
perceptual judgment of the sound objects he is working with, With more
advanced sound synthesis control, incorporating statistical procedures into
the production sﬁrategy itself, the sonic categories which still appear in
this program as seemingly isolated entities could be unified inte more
comprehensive units. These would correspond more closely to the reallty of
the perceptual situation whlch involves such an interdependence of time~
amplitude characteristics that pitch, timbre and loudness, among others, are

inextricably intertwined. Therefore, although such further synthesis
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capability needs to be developed, its intelligent use is contingent on
an increased understanding of the nature of mental (i.e. somological)
representation given to sounds, and the stretegies developed by music-
users in forming and manipulating them for purposes of musical problem -

solwing.

Therefdre, the sound formation features of the present programs
tend to be investigatory in nature, but comsequently suitable for learning.
On the level of sound sequences, the twd most basic concerns for the user
are sound densities and stat15t1cal organization methods such as tendency
masks, since both of these represent the organizational capability of the
program in structuring the output in some way analogous to sonological
pProcessing. Most general is the concept of demsity - the rate of sounds in
time, which, when combined with the sonologlcal representation of the sound
event, gives the rate of information in time. Intelligent use of density
control (through the distribution characteristics and performance varlables)
must be supported by an understanding of the sonologlcal significance levels
of the sound materials. Secondly,-use of the statistical organization
methods, such as: .
1) equally weighted probability (alea)
2) variably weighted probability (ratlo)
~ 3) variably welghted probability in time (tendency)
Trepresents a simple approach to sonological coding of larger groups of
sounds, with the progre531on from one to the other 1nvolv1ng succe351ve
51mp11f1cat10ns of representation. Presumably, further methods research
needs to be done in formlng additional possibilities developed from these

three basic ones.

The present facility then can be seen as only the most fundamental
approach to a truly intelligent program for the production of musical
structures, which it is hoped use of the present programs will fosrer.

The value of statistical methods at every stage of such a program Seems
0bv1ous, but necessarily contingent on the sonologlcal insight incorporated

in all methods used to dlrect the production of a musical result.
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'f. POISSON DISTRIBUTION OF SOUND EVENTS:

All sound events are distributed by means of a Poisson dist-
ribution within a frequency-time area. For a detailed description of

the theoretical and practical implications, see Appendix A.

Two further aspects of the distribution are specified by the user.

" First, the density of events may increase or decrease linearly, depending
on the initial demsity in sounds per secomd, and the total number of
events specified by the user. However, the user may also request an equal
theoretical density throughout the distribution, or else specify the
distribution characteristics by giving the initial and final densities,
leaving the program to calculate the expected number of events. Secondly,
a tendency mask specified by the user delinegtes the available frequency

regions throughout the section. Figure | illustrates such a mask.

1 ) 3,
/Fl‘ewuet\cj | Hlpl
. 7 | ‘
7/, a, L /¢2; e ak . ‘
Ca— Dury -+ DuRy —» <— Dux, e DUR, -+ $Dumg>
Available . - . :

. : ’ ’ "T?'n\e —

Region 7 . )

Fig. 1 Ten&ency mask for Poisson distribution

~Each segment of the mask consists of two vertical lines, and two
other straight lines connectipg them, which may cross each other; thus, _
each segment of the mask is specified by five numbers. The integer'data
input expected by the program for this calculations is:

1) number of mask segments (maximum 10)

2) total number of events in the distribution

3) initial density in sounds per second

4) mask data: for each segment: A,B,C,D (in Hz.) :
' DUR (in hundredths ¢/ sec.)
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The Ealcﬁlation produces frequency—time co-drdinates for each
poinf sound e#ent. As well, a waveform number is chosen for each event
{see Section III) and optidnally a épatial position (see Section IV).
These four values are coded into two data words and stored on dectape,
The coding in the 18-bit binary-configuration places the waveform number
in the 5 high-order bits, and the frequency in the 13 10w¥order bits. A
similar ﬁrocedure is used to code the spatiél position number and time

coordinate respectively. With POD5 & 6, the waveform number is the object

number,

Waveform number Frequency

<= 5 bits —> 4— 13 bits —-————3>
range: (I to 31) T {1 to 8191) '

Figure 2: Data Coding .

' During the first calculation of the theoretical distribution,
information regarding its sound densities and average. time delays at the
beginning and end of the entire mask is printed on the teletype; After
the distribution is calculated, the user may at any time ask for an analysis
of the structure in terms of sound densities and average time delays, taking
into account all performance variables affecting the time field; as well as
the clock setting being used. This information includes the density and 7
average time déléy as it occurs on the average over each mask segment, as well
as representative samﬁles of these variables taken from the first 10Z and last
10Z of the time duration of each mask segment. This information shows the
" user the effects of the frequency tendency mask, and; as well, all perfor-
mance variables on the distribution and may allow a better choice of envelope

data, performance speed or distribution characteristics to be made.

The user also has a choice of linear or 1ogariﬁhmic frequency
scale for each individual mask segment; that is, giving each octave equal
weight in the logarithmic case, or else making each integer fréquency equal-
ly p&obable in the linear case, thereby resulting in a predominancé of higher

frequencies.




TI. WAVEFORM INPUT AND STORAGE : (POD4 & 5)

" The basic material from which the sound events are synthesized
in real ‘time by the computer  are sets of data, either Stored on dectape (as
with POD4 ﬁ 5)? or else calculatéd-as a permanent array by the machine (POD6).
Each array is é set of numbers describing the voltage variation required to

produce one period of a periodic sound.

Because of the three different- synthesis methods used, one by

each of ‘the three programs, the data format varies as folloﬁs;

POD4 : 57versions of 50-sample'waveforms, each version of different,
‘ $ut,‘in the normal case, increasing amplitudes.
'Tofal number of samples: 250 (stored on 1 block of dectape)
Amplitude Scaiing: 2048 + (4000/2“), = 5,4,3,2,]

POD5: 1 waveform of 500 samples (stored on two blocks of dectape)
Amplitude scaling: 2048 + 2000, An array of 60 amplitude factors
is used to produce attack and decay sections of the

envelope. These are of the form: _ : .
| R (=D/10) 1 60

POD6: | sine waveform of 512 samples, calculated by the program.
Amplitude scaling as with POD5 .

The D-A converters accept numbers in the range 0 to 4095 to
convert to voltages in the range 0 to +]0 volts. The waveform data has a zero
line of 2048, which is converted to +5 volts., and the amplitude variaﬁions bn
either side of the 2048 level have a maximum value of + 2000 corrésponding to

a maximum voltage variation of 5 volts, peak to peak.

. With POD6, the waveform data is computed by the program, but in

‘the other versionms, the data.may be obtained in the following ways.

1)‘Waveform Libraryf A iibrary of waveform formulas is available within
the progiam, able to write data in the appropriate format on dectape. Ten
comnon waveforms are included in this library, and may be used either as sound
material or else as input for other wavefdrﬁ operations. TFor POD4, a permanent
"waveform library" is available with the 10 basic waveforms and 8 or more

derived ones for the convenience of users. .




2) Hybrid Waveform Construction:

New waveforms may be constructed from those already on dectape.
In the case of POD4, using ‘5 dlfferent sections, each section may be cbtained
from another existing waveform, .or else part of irt, allowing the user to
change amplitude and timbral components within the sound material, in this
way varying from the single basic waveform in increasing amplitude format.
In POD5, where only a single waveform is used, it may be constructed from
parts of other waveforms. The procedure is of an experimental nature, since
it is difficult to organize harmonic content with any accuracy or predicta-—
bility by this method. Tt has, however, Served ‘as an intermediary method
until dynamic sound synthesis was achieved with POD6. To use the procedure,
one is asked to specify Waveform:nﬁmber, if it has sections (POD4) which one-
(1 to 5), the number of samples to be used and whether they are to be read
in forwards or backwards (in the latter case one ends with the start sample
number). After every group of samples is added,- one may accept or reject it,
and if one is working with sections, at the end of each one it may be accepted

or rejected.

3) ﬁaveforms obtained from other sources: o
1) By using the first part of a Fourier amalysis program

developed at Utrecht by C.A.G.M;Tempelaars, one can read samples of live
sound into the computer via the A-D converters. The samples, taken every 40
microseconds,‘are stored on disk and may then be retriéwed by means of a
sampling program that allows one to select part of the data to have trans-—
ferred to paper tape. Then, using an optlon of POD4 or 5, these samples may
‘be read in and converted to the format approprlate to the program. In POD4,
each section is read in separately, or else derived from the same one. While
complex sounds cannot be reproduced. in this way, 51ng1e waveforms of a periodie
nature can be accurately transferred to the program. Any number of samples

in any format of 1ntegers may serve as input to the program.

ii) Using another part of the Fourier analysis program at Utrecht
Waveforms may be synthesized by spec1fy1ng amplitude values and phase angles
of the various partials. The output, after being heard, ‘may then be placed on
paper tape and transferred as already indicated. A somewhat simpler method of
harmonic ‘construction is included within the program itself and is described

next,




4) Construction of a waveform with Harmonic content:

In many cases, the composer is not-in possessioﬁ of specific
data for amplitudes and phase angles that is needed to construct properly a
~ waveform by Fourier synthesis, drlglse he may wish to try various simple
combinations first without going through the entire proéedure of calculating
. Folurier values and having them transferred to this program. Therefore the
A-possibility has been created to make a simple harmonic constrﬁction based

on a waveform already existing on dectape.

. In POD4, the 5 amplitude versions provide five equally spaced
amplitude values which can be used as the amplitudes of the various partials,
whereas with POD5, the user may specify an arbitrary integer scale, say O to
10 or 0 to 100, to indicate the relative s&rengths of the partials. A phase
angle in-degrees is translated by the program into a start sample number,
‘considering 0 degreéé'to_correspond with the first sample of the waveform.
The values of the harmonics can be approximated by skipping a number of
samples before taking the next one, the éize of the skip being equal to the
number of the partial. In POD4, with the 50 sample format, the fundamental
and first four harmonics are added in this way, whereas in POD5, having a -
larger nu?ber of samples available, the user may specify the number of pars
tials to be added, up to 50. 1In the case of 50 partials with POD5 or 5 with
POD4, the number of samples per period drops to 10, so none are added above
that point. For example, with 50 samples to describe a waveform, the values
“of the partials are found by adding together the samples dehoted‘by the

following groups of sample numbers taken vertically.

Sample Numbers of_Values for 1 Period

Fund. | 4 5°6 78 910111213 141516 ...... 47 48 49 50

3

5 7 9111315 17 19 21 23 25 27 29 31 ...... 43 45 47 49
7 10 13 16 19 22 25 28 31 34 37 40 43 46 ...... 39 42 45 48
9.13 17 21 25 29 33 37 41 45 49 3 7 11 ...... 35 39 43 47

\

4th.H, 1 6 11 16 21 26 31 36 41 46 1 6 11 16 21 26 ...... 31 36 41 46

2nd.H. - 1

2
dst.H. I 3
4
3rd.H..- 1 5

—_ —— e —— —— —— mnm A —

An extension of this method is used with POD5. Since any waves
form may be used as source material for this construction, more complex

harmonic possibilities may also be realized with this simple method.




L1i. FREQUENCY MODULATION SYNTHESIS: (POD6)

The synthe51s method 1ncorporated 1n POD6 is a dlstlnct break
with that of the earlier programs in that for the first tnme, a dynamlc
spectrum is achieved by means of a frequency modulation method developed
digitally by John Chowning of Stanford University., The basic pr1nc1p1e of
-synthe51s 1nVO1ves a carrier sine wave, frequency c, moduiated by another
sine wave, frequency m, amplitude d. The modulation index I is defined as
the ratio of d/m, and its value controls the strength of the pairs of upper'
and lower sidebands produced about the carrier frequency, each separated by

a frequency distance equal to m. The basic spectrum generated is of the

form: o ' :
fc+n.m/ n=1,2,3,... for nth order sidebands

It should be noted that both harmonic and inharmonic spectra are prodiced in
this way, depending on whether the c¢/m ratio is in a simple 1nteger propor-
tion (e.g. 1:1, 211, ete.) or else involves rational values (e.g. 5:7, 4313,
etc.),) The absolute value signs signify that if the lower sidebands are
negative, they are reflected back into the positive domain with a phase
inversion. The amplltude of the nth order sideband 1s given by the nth order

Bessel function Jn(I) where I is the modulation index.

If I is made to vary during the course of the sound, then. the
amplltudes of the sidebands will alse change and the resultant spectrum will
be time-dependent. Large values of I produce strong hlgh—frequency compon-—
ents, whereas low values result in small dev1at1ons from the basic sine wave.
The correlation of modulation index w1th envelope is crucial, and in the
pPresent program it is hoped to implement vatious possible configurations;
the principal one thus far involves a growth of the modulation index from 0 to
" the max1mum value speC1f1ed by the user dur1ng the attack, then a decay of I
during the steady amplitude state, and finally I remaining constant during the
amplitude decay, acting as a kind of reverberation. This type of spectral
change is characteristic of many familiar instrumental and percussive ‘sounds
and the present method (discussed ig more detail in Appendix B, Sectlon I11)

allows a simple and yet comprehensive control of timbre in a way not possible

in the preV1ous programs.




IV. OBJECT SPECIFICATION AND SELECTION:

The descrlptlon of the material comprlslng a single sound
event as calculated in a Poisson distribution is called an object. With
POD4, objects as such are not actually referred to, but rather, waveforms
are chosen (up to 10 in number) , andrfo; each an envelopc is assigned.

For the other progréms, the object definition is as follows:

POD5: i) waveform

ii) envelope values (3 numbers, describing the attack, steady

state and decay times in hundredths of seconds)
iii) amplitude modulatlon frequency

POD6: i) envelope data _
" 1ii) c-m ratios (integers up to 500)
iii) maXimum modulation index

Maximum number of objects: 30,
Restrictions: Only 5 different waveforms may be used w1th PODS

For each compositional section, the waveforms or objects to be
used are chosen by specifying: 1) the number of objects or waveferms, and
2) their identification numbers. Ten waveforms with POD4, and 30 objects

with POD5 & 6 are possible over the course of the entire composition. .

The objects or waveforms are assigned to each event calculated

in the Poisson distribution by wvarious statistical means. These are:

l)_ALEA: an aleatoric selection is made from those.statéd%%s available,
- i.e. equal probability
2} RATIO: a weighted aleatoric select1on is made, based on whole
number ratios specified by the user for each object
3) SEQUENCE: a simple fixed sequence is made, based on the order given
' by the user_with'no'statistical fluctuations. o

4) TENDENCY: a tcndency_mask, similar in form to that for the Poisson

‘distribution is specified as in Fig. -3, ‘describing not only which waveforms

or objects are available at any given time point, but also the welghted ratios
by which an aleatoric selection from them will be made. This selection then
can be regarded as a set of seléction ratios shifting in time. Note that the
co~ordinaces A,B,C,D are expressed in inﬁeger percentages. Although the
distinction has not been made entirely explicit in this text, the use of a
tendency mask for seiection should not be confused with its use in the Poisson

calculation where it merely delimits an available area. Other than that it
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pPlays no part in the actual selection process which is entirely determinedl
by the Poisson method (see Appendix A). WherEas it serves a useful PuUrpose
for object selection in that we can say at such and such a time 5o many.
objects are available with certain ratios welghtlng their occurrence proba-
bility, the tendency mask as a selectlon principle in 1tse1f for the time
and frequency structure is forelgn to the basic phllosophy of the P01sson
approach used here, where the den31ty at any given time is affected by the
characterlstlcs of the entire distribution. It presupposes that the composer
is concerned with such overall aspects as density changes from'whlch the
small secale time structure is determined, instead of only maklng short~range

selectlon at any given time moment unrelated to all others as 1mp11ed by the

use of tendency masks as a.selectlon pr1nc1p1e.

'If the sum of the segment durations for this mask equals the
total duratlon of the Poisson mask, then there w111 be a one~to-one cor-
respondence between thelr respectlve time values.' HoWever if they are not
equal, the obJect or waveform tendency mask duratlons will be scaled so that
they f1t the Poisson duratlon. Therefore it is p0581b1e simply to give the
object or waveform mask durations as proportional 1ntegers (e.g.3:2: 1 t5) and

let the program scale them relative to the Poisson mask .length.

By
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Figure 3. Waveform or Object Tendency Mask

- 5) ALEA with Synthe51s Check (POD6 only): Because of the upper limit
on the possrble modulatlon frequency in POD6, it is possible that a carrier
frequency w111 be calculated that cannot be synthesized correctly for the
given c—m ratios given. by the user.. Therefore, a fifth selectlon mode has
been included in which, for- every calculated frequency point, the program
checks te see how many of the avallable obJects can be properly synthesized
at that frequency, and then makes an aleatoric selection from only them, or

else, if none are available, it chooses the nearest one.




V. SPATIAL POSITION: (POD4 & 5)

The sound-events may‘appear'te be located at any of seven
positions between the 1eft and r1ght speakers, based on the illusion ereated
by the presence of unequal amplltu&es of the same sound in each speaker At
present no phase ‘relationships are created as well, although thls would be a
_p0551b1e extension. 1f no stereo option is specified, the synthe51s cccurs
monophonically. 'Wlth‘PODA, the upper two—ahannel limit is 2400 Hz., compared
© with the monophon1c 11m1t of 6400 Hz. but Wlth POD5, a smaller number of sam-
ples per period are used in the upper region, namely 5 per period for single
channel output at 8K and 4 per period,at 6K for two-channel sound. Therefore,

is it possible to use either moderfor frequencies up to 6000 Hz. with PODS5.

Similar to. the procedure for object selection, various sta-
tistical methods may be used for the selection of spatial position for each

object, as follows:

1) ALEA: an aleatoric selection for each object is made from the
! 7 available positions.
2) FREQUENCY CORRELATION: = the frequency range is divided into

7 octaves.as follows:

. Octave 1: 50 - 100 Hz.
2: 100 - 200 Hz.

3 200 - 400 Hz.

- 4 400 - - 800 H=z.

5: 800 - 1600 H=z.

6: 1600 - 3200 Hz.

7: 3200 - 6400 Hz.

Two correlation methods are possible, each assigning these
octaves to Spéclflc spat1a1 posltlons.' _
o 1) Linear: position 1 is a551gned automatleally to octave
1, position 2 to octave 2, and so on for all seven.
2) Ordered: the program asks the user for an ordered
' assignmeht'of positions. Note that thlS allows one to

assign the same position for more’ than one octave.
Example: 1 717 357% '

assigns: position 1 to octaves 1 and 3
position 7 to octaves 2 and 4
position 3 to octave 5
position 5 to octave b
pasition 4 to octave 7




10.

3) TIME CORRELATION: by means of a(féndency mask; similar to that
for object or waveform selection, the available spatial positiéﬁs are mapped
out and an aleatoric selection is made from those available at each time-

.point. The format of data input for this mask is identical for that of the
waveform or object selection tendency mask (See Fig. 3), except that the

_vertical scale will always be divided into seven parts corresponding to the
seven spatial positions. -

The spatial effect is achieved by having the amplitude of the event
reach different maximum values in the two channels, choosing from the 5 in
POD4 and the 60 in POD5. For each positioh, one of the channels at least will

reach its maximum amplitude, with the other less than or equal to it.

+

Spatial Position Maiimum.Aﬁplitude'Section_Reached
Channel POD4 PODS
LEFT
1 L 5 60
. R 2 30
2 L 5 60
R 3 40
3 L -5 60
R 4 50
4 L 5 60
R 5 60
5 L 4 50
R 5 60
6 ' L 3 40
R 5 60
. L 2 30
R 5 60

Figure 4. Maximum Amplitude Section as a Function of Position

The procedure in POD5 is much more successful of course, since the
envelopes are smooth and the distinction between positions more obvious.

In both cases, however, a spatial movement is involved, since the sound begins
in the centre and moves to one ofrthe seven posifions during the attack and
returns dﬁring the decay. The apparent speed then also varies for each position.
With hybrid waveforms in POD4, the various sections will'apﬁeaf at different
times in each channel, so if a series of different timbres or amplitudes has

been constructed, they will be presented in a different order for each position.

In general, the amplitude contTol with POD5 could be developed for
other purposes, such as a selection of the maximum amplitude of an event, or a

more complex envelope control, as well as amplitude modulation.




VI, PERFORMANCE VARIABLES: AMPLITUDE-TIME CHARACTERISTICS:

The 1mterpretatlon of certaln time and amplitude characteristics
of the performance of the distribution of sound events is specific only to
the operation of the synthesis program; therefore, it is independent of the
calculations made'for the Poisson distribution, and can be regarded as its
realization. The varlables that affect these characteristics can be changed
by specifying their new value, without any recaleulation of the distribution.
By implication, then, theseivariables are not statistically, but rather per-
ceptually determined by the user., In many ways, the variety of possible
comblnatlons that may be tried will have perhaps more effect on the psycho-
acoustic nature of the sound structure, at least in its overall character
than will certain vdariations of the P01sson calculation. Because these
‘aspects can be changed quickly, the Composer can spend some time adjusting
their values to suit his purpose, as opposed to trusting some pre-arranged
numbers that he hopes. will produce the desired effect. The varlebles that

control these characteristics are as follows:

1) Speed of the Time Structure:

The real-time clock used to interpret the time coordinate is con-
trolled by an external generator whose frequency setting is manually adjusted.
Normally, however, it is assumed to run at 30 KHz., with one cycle being
/30,000 sec. Since the speed of the time structure has been spec1f1ed and
calculated in terms of hundredths of seconds, the time coordlnates are nor-
mally multiplied by 300 to convert their values to the clock's speed. That
is, when the clock counts 30,000 per second, the value of a second being used

(i.e. 100) is related to it by a factor of 300.

Unless changed by the user, the walue of 300 will be assumed.
However, by using the VI option (see Section VII for a discussion of the
control optlons), the speed can be reset to any other factor, as long as the
number of clock units asked for does not exceed the computer's negative
1nteger capaclty. For 1onger time delays than two seconds, say, it is
necessary to set the clock to a lower frequency and adjust the speed factor
accordingly. The normal factor = clock frequency/100. In most cases, it
seems better to adjust performance densities by means of the speed factor,
instead of changing the theoretical densities of the d1str1but10n. Since both
frequency and envelope values depend on machlne cycles for tlmlng they are
not affected by a change of clock speed, the effect being similar to a tempo-

phone used for constant frequency and variable time.
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2) Object Data: i ‘ _
Object data ‘may also be thought of as performance variables, since

this information is not exp11c1t in the calculatlon of the Poisson distribution,

"and, as a result of that dlstlnctlon may be changed w1thout the necessity of

recalculation, allow1ng the results to be heard immediately. Thls data includes:

Program - Data Type = Changed By
POD4 " 1) envelope data V2 option
POD5 1) waveform ' , v2 oPt%on

"~ 2) envelope data V2 option

3) amplitudevmodulation ;
frequency V5 option
PbDﬁ D envelope data v2 opt%on
v 2) ¢-m ratios V5 option
3) maximum modulation index V5 option

In POBS ,the Waveform'nay also be regarded as a performance vari-
able since. durlng the calculatlon only the cbjects are selected hy number,
without regard to what their definition may be, unlike POD4, where waveforms
themselves are chosen by number. Therefore, with POD5 & 6, all object data
mey be changed without a recalcultion. As well, in POD5, if one is using the
maximum number of waveforms, and then would like to change ome of them, the
program offers the possibility of replacing all occurrences of one waveform

by a new one, still keeping the total number within the limit.

In all of the programs, the envelope data comprises 3 numbers in

hundredths of seconds describing the attack, steady state and decay tlmes of

the amplitude change. "In POD6, the c-m ratios may be any pair of numbers from

I to 500 (and also 0:1). Thus, one may use simple ratios, such as 1:1}
else small deviations from them, such as 100:101 or 499: 500

y OF

s causing the lower
and upper 31debands to be sllghtly different, resulting in beat frequencies.

3) Rela;ionship between Entry Delay and Dufation:.

This variable, more than any other, is key to the interpretation

of the time stricture calculated by the Poisson distribution. Essentialiy it

determines whether the duration of the event, as specified by envelope data,

has prlorlty over, or is dependent on the entry delay between events. These

two situations are illustrated in Figure 5. 1In the so~called "deperident ' case,

the next entry only occurgs after the entire duration (Env. ), as well as the

‘time delay der1ved from the Poisson time structure (), have elapsed, as on

. i
the left. 1In the 'independent ' case, the clock time, representing the duration

between successive tlme co-prdinates caleulated by the P01sson procedure,
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has precedence, and the duration of the envelope is allowed to continue
. only as 1ong-es the clock is counting. In the case where a very dense
Poisson distribution has been calouiated the indepenoent'felationshio
will reflect this dens1ty, and if the resultlng rapldlty of sound events
-all runnlng into each other formlng a kind of cluster effect 1s not
desirable, it will be necessary to slow the tlme structure by means of the

performance speed factor, or by resettlng the clock.

The choice between these two modes theoretically represeots the
user's choice of the hierarchy between entry deley and duration of envelopes
as to which takes precedencé. On a practical level, the slower, dependent
case is useful for checking the realization of the distribution:in a situation
where the strict interpretation of the time structure, represeote%’by_the
independent case, creates too dense a performance-for the user to understand
the‘exaot compositional nature of the result. Note; too, that the effects
of which time mode is being used will be taken into account Wheo”an analysis

of densities in the distribution is made with the D2 option.

T T '1; o | T T %1 Ts
, 4——i)_{ o  — o 47*—9»4—a-$—¢4h—w
00 > <=bl
mi m’& ’ Poa3
" (Dependent Case) - ‘ {Independent Case)

Figure 5. Relations between Duration and Entry Delay.

3) Amplitude Modulation:

With POD5, the additional performance variable has beeﬁ added -
of amplitode modulation, where the modulating frequency may either simply
create.more complex amplltude variation superlmposed on the envelope (with
frequenc1es from 8 cycles per sec. to those less than I per sec.), or else
affect timbre by creatlng frequency 51de—bands (with modulating frequenc1es

from about 8 or 10 Hz. up to a maximum of 1/8th the carrler frequency)
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VII, PERFORMANCE AND SOUND SYNTHESIS:

The technical details of the strategies involved in the synthesis
of fixed waveforms at various frequencies, as well as the frequency modulation
method, are discussed in the various sections of Appendlx B. The following is

a list of performance 0pt10ns currently available.

P1) A monophonic 'test' performance of the dlstrlbutlon with a simple
triangular waveform and short percu351on—11ke envelope. Although the speed of
performance is variable, only the 'dependent time mode is possible, as shown
in Fig. 5. The program performing this synthesis does not use the strategy
described in Appendix B, but rather ] simpler use is made of basic machine
0perat10ns (addlng, subtracting, comparlson, ete.) to produce these single wave-

form sounds, limited in range from 60 to 1500 Hz.

P2) Normal performance of the calculated distribution with waveform or
object selection, and optional two-channel output. The full range of perfor-
mance variables deseribed in Section VI apply to this synthesis, whose technical

description appears in Appendix -B.

P3) Waveform or single sound test. A single sound event in the synthesis
mode of the program may be heard by specifying its parameters. For POD4 & 5,
this means the waveform number, envelope, frequency and for PODS, amplitude

modulation frequency. TFor POD6 the variables are envelope, c-m ratio and max-

imum modulation index.
P4) Performance of all compositional sections including the current one,

P5) POD4 & 5: Two-channel waveform test. Any waveform stored on dectape
may be heard in a spatial position between the two speakers by specifying its
number, frequency, envelope and spatial position.

POD6: Repeated sound test. Thig object test is similar to P3 except

that the sound repeats until terminated by setting an accumulator switch.

These five optlons correspond to the P optlons listed in Appendix C.
As Well, the 'R 0pt10ns » designated Rl and R2 imply not only calculation of the
dlstrlbutlon.but also, following that the performance spec1f1ed by P! and P2
respectively, With R3 only calculatlon is done,-
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VIII. THE CONTROL PROGRAM 'SAM':.

This program acts as a combined switchboard and monitor for
all of the operations of the program, allowing the user to make the choice of
the area where he would like to work. As well, it collects any additional
infbrmation needed by the program to carry out specific operations. The user
directs the flow of control of the program by means of a code consisting of an
alphabetic character and an,integer from 1 to 5. Grpups of related operations
are given the same letter, and in some éaseé, there is a correspondence between

the digit meaning with one letter and that of another.

The operations already discussed is Sections I“te VII are-
referred to by the alphabetic codes; .
' Section I: Poisson Disfribution: *R & D options
Section II: Waveform Input: F Optioms (POD4 & 5 only) .
- Section III: Frequency Modulation informat%on: 0 options (POD6)
Section IV: Object and ﬁavefbrm Selectioﬁ: W optiops'm
Section V: Spatial Distribution: § options (POD4 & 5)
Section VI: Performance Variables: V options

Section VII: Performance and Synthesis: P optiomns

A list of the specific options appears in Appendik C.
Other options involving various representations of the data involved on tele-
~type, paper tape, or graphic display have also been included, as well as one to

change specific values of the Poisson data. These are:

1) Change data for Poisson distribution: C options
2) List data for Poiséon dis;ributiop or objects: L options
3) Graphic display of distribution, masks, waveform &a;a: G options

4) New data tapes, waveforms data, co-ordinates: T options

Many provisions have been made to avoia user mistakes becoming
unrecoverable in the program. Often, once a mistake has'begﬁ made, another
option méy be used to correct it. ' The. program indicates its readiness to accept
a command by issuing the symbol ! ané if an unrecognizable command is made after

that, it is ignored and the symbol is re-issued.
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1X, SECTION STORAGE:

A.compésition in the sense of these programs may be built up
of 10 -sectiohs. Once one is domne, with.all changes made and the. data stored,
the user,caﬁ.move on to the next section and repeat the process of selection and
calculation. At any time the accumulated’ data may be played back for inspection
up to and 1nc1ud1ng the current section, by requesting the P4 optlon. At the
end of each section a detailed list of all the data used in that section is
printed on teletype_forrfuture reference or recomstruction. The protocols
generated by the program form a unique record of compositional working such as
is seldom found in areas of creative thought, and their study may produée

theoretical insights into the compositional process that has accurred.

Since the performance variables apply only to a specific
section, they are stored in order to.be put into effect when the section is re-
piayed. The 10 waveforms in POD4, or the 30 objects of PODS & 6, may be used
in more than one section, but changing any of their parameters. (e.g. envelopes)
after they haveé been used previously will.change'the result of the earlier
section when-réhéafd. Since the spatial position is coded with the time co-
6rdinate, it is possible for some sections to occur monophonically and othets
with two=-channel output. ' In deciding matters of time structure it should be
?emembered that the speed factor (specified by V1) may be different from one
section to another,'but that the clock setting is manual and should be left at
a decided value for the entire composition.

‘Two .additional programs have been written to allow the user
to store the data be1ng used on dectape as permanent files on dlsk then trans-
fer them tora private. dectape, and retrieve them at a later time for further
work. Only completed sections may be stored in this way. All data in core
memory at run time that is essential to continue work is (optionally)'put on

_Paper tape at the end of each sectioﬁ. With its use, it is p0551b1e to re-~
_start the program and begin work on the next sectiom after those already com—
pleted Because of the recording structure of the dectape system, it is not as
yet possible to rewrite any block of data. except the last without erasing other
blocks, but it may be possible later to- incorporate an edltlng facility to allow
parts of completed compositions to be reworked. "Also, w1thout mass data storage.
by digital tape, it .is not yet possible to mix sectlons, but this is being done

at present with two and four channel audio tape recorders.
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X. CONCLUSION: "“An Almost Final Word":

The experience gained in the last year with these programs
from their inception, devélopment and use leads me to believe that there
should be no final word about them, but.that rather the programs mist’ contlnue
to grow as our 1nSLght into the complex1t1es of programmed muslcal intelligence

develops, an insight to which it is hoped their use will continue to comtribute.

The emphasis must be on flexibility and iearniﬁg; Such
programs need to be as accessible as possible to the user, helping him to
~realize his ideas easily and at the same time deepen his insight into the
process in which he is involved. The importance then of running.these programs
on the smaller machines that are now increasingly available, and allowing ample -
time for working interactively with them, is obvious. At the level of under-
standing the structure of sound material, as well as Working-ﬁith}the larger
organizational aspects of sequences of these sounds, a'uﬁique kind,of learning
situation is possiﬁle with this type of prqgraﬁ. However, the ﬁrograms too
must always be open to change and im?rovénent or else the insight gained from
their use is partly wasted. The aufhor has been fortunate in this respect in
‘being able to benefit from the valuable suggestibns of the various users of tﬁé
programs this past year -at the Institute of Sonology, most notably Dr. Otto E

Laske, Mr. Don Cardoza, and Mr. David McGulre, to whom thanks are due.

It should be emphasized that, although a heavy reliance has
been made in these programs on statistical procedurés; other compositional
ideas can and should be implemented in this way. When used in programmed form,
these ideas are subject to the kind of cl&se_scrutiny under which they can best
develop. The statistical method, however, has proved its worth by allow—
.ing a greater emphasis to be placed on abstract planning at a higher, syntac-
tical level, offering a basic facility by which the smaller details could be
taken care of accordingly. As well, it has éllowed an eﬁphasis on character-
istiés such as‘available areas, densities and sound objects which seem at least

a stép above ‘the pre-occupation with sound parameters that threatens to subvert
the recognition of the unity of perceptual experience. Much work still needs
to be carried out in this direction, and it 'is hoped that the present efforts

may stimulate suchjdevelopment.

Barry Truax,
Institute of Sonology,
Utrecht, Netherlands.

May 28, 1973.




18,

APPENDIX A: CALCULATION OF THE POISSON DISTRIBUTION:

 Poisson distribution is the name given to the random
dlstrlbutlon of events which occur as single units, as oppoSed to a
continuously dlstrlbuted variable. Two conditions are assumed to
hold: ' _
“ 1) The occurrence of any one event is independent from that of
any other, and no particular event is -2 priori more likely than any other,
In other words, time and space are homogeneous. (The musical implications

of the use of statistical distributions is discussed in the Preface).

2) The demnsity of events is not to be too large. Thls condition
represents the area where the Poisson distribution shades over into the
Gauss1an or normal distribution of a continuous varlable -around a density
of 10. In terms of sound events, this limit seems no more restrictive

than that of the ear's limit to distinguish separate sound events,
1. THEQRY:
b2}

The b331c P01sson theorem g;ves the probablllty of f1nd1ng k
events in an interval or area where the density of events is known to be
A, that is, the. average number per unit area,

A =

‘where: T is the total number of events
' N is the number of units or area
over which they oecur.

=1

The probability P, of finding k enents, given a density A is:

P %-l D e )

note: k! = 1.2.3. ... (k—l) .k

Once the density A is known this theorem can be used to

predict the probability of k events happenlng in that area.

Secondly, in order to determine where in the glven space the
events will occur, we need a second conclus1on from the Polsson theorem.
If the space under con51derat10n is divided into small enough intervals
that the probablllty of more than one event ‘occurring in the same space

is negligible, then we may ask what is the probability of finding (L~ !)
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of these units with no event, and unit L with one event.

' From equation‘(i), the_prob&bility'of,k = 0 in I. intervals

of unit length t, that is, in length Lt is:

LAt
Py = ©

The probability of k greater than 1 has been said to be negligible;

that 182 Pk = 0 for k = 2,3,4, vaeaw

But the sum of all p, must be unity:

Slpk_ = 1 = pO + p] + Pz + “r e
k
Therefore: ;3] = .} - Py = | - -LAt
Solving for L:
g o - il ... (i1)  /note: lnz 1
)\t O note: = oge

One can interpret this equation in terms of a situation where
one is ‘travelling' over a certain interval in whiéh the density of events
is known. The distance one travels beforé 'encountering' an event is a
variable, but according to the &dbove equaﬁinn, it.is les5‘probabié for L - —
to become large; that is, it is certain that one can travel zero distance
without meeting an event, but it becomes less and less probable that one
can travel a larger and larger disténce without encountering one -~ in
fact, the probability dimipishes'exponentially._ In this analogy it does
not matter if the ‘distance' referred to is time or space. Some repre-
sentative values of the solutlons of equatlons (1) and (11) atre glven in
Tables 1 and 2. Note that for 100 units, the distance where the proba~

bility is 50% that one encounters an event is not after 50 units, but

after 69. In other words, it is 507 probablerthat the event will not occur

in the first 69Z of the average distance.

11, APPLICATION TO A FREQUENCY-TIME DISTRIBUTION OF SOUND EVENTS:

In order to calculate a distribution of sound events that more

or less conforms to PDlsSOﬂ ‘s theorem, it is necessary to know only the

‘total number of events de31red (approx1mately) ‘and ‘the area over which they

are to be distributed. The present calculation, however; includes two
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additional optioms thought to be of use to the composer.

1) Variable Denmsity: The average density of the theoretical
distribution may increase or decrease linearly within the entire dis-
tribution; this requires specifying an initial density.  If dn is the
density in unit area n; and u is the fixed amount by which it increases
or decreases from one unit area to the next, we may write the following

set of equations:

dy = 4

dl = d07+ u .

d, = dl = do + 2u

d3 = d2 tu = d0 + 3u

dn = dn_]+ u = do + (n-1).u .

|
P
o
+

Summing each side: dn 0 F u. (0 & 1 + 24+ ...+ {n-1))

Since dn is-the density per unit area, it is equivalent to the average
number of events in that area. Therefore, T = édn s, where T is the

total number of events.

.

Therefore: T o= nad. o+ o@D
0 2
Solving for u: . = 2. (T . 0) v (Rid)
: n. (a-1)

Therefore, by sPecifying*n,‘the-numBer of units over which
the density changes, and dO’ the initial density, and T, the total number

of events, the unit density 1ncrement may be calculated.

Note: if T = n.do then u = 0 (unifornldensity)
if T >'.n'd0 then u is positive (increasing density)
if T ¢ n.db then u is negative (decreasing density)

7). Tendency Mask. Sec0nd1y, a tendency mask (see Fig. 1)
outllnes what frequency areas are available at a given time, allowing

the user to restrict thie areas in which the distribution occurs. The

requirsnenf of homogeneity stated earlier is subject, then, not only to
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restrictions imposed by the ear, but also to those made by the composer,

For purpose of calculation, the tendercy mask, with its various
segments, is translated into a series of rectangular areas each having the
same area as the corresponding ome of the mask, and the same duration as well.

The area AR of a mask segment described by the co—ordiﬁates A,B,C,D,DUR is:

} .DUR. (B+D~A-C) - for D 2 C

AR =
- a2 2 C
or: AR = %.DUR_.(B A2+ (C D) - forD<CC
(B-A) + (C-D)
o 4
4. {nsoalted
Freq. L Y B
3 1
a
A Doy, — Duﬂ‘_ — “DoRy? Dbﬂf"""‘ Pulke = ..
’r"“:\" ..—’ . o Tire — -

Fig. 6. Re-arrangement of Poisson Mask for Calculatiom.

_The situatioﬁ that results when the areas of the various segments
are not the same area is that the apparent density will not be clearly
increasing or decreasing according to the same pattern established bﬁ the . -
specification of total nunber of events and initial density. However, it
has been decided mot to make any compensation for this alteration since it
may be that the composer wishes to construét;a tendency mask whose changing
areas impose a counter—trend on the basic linearly changing density already

established.

11T. CALCULATION:

Operating from Fig. 6; each segment of the mask is divided into
10 sections of equal area, as in Fig. 7. 1If the durations of each ségment
of the mask were equal, then each of these smaller segments would represent
the séme length of time, but. since this is fargly‘the case, the sound density
is not regarded aé the density in a ﬁniﬁ, but rathgr as aﬁrdﬁso}qte number of
sounds per second, and the prqgramAtrénslates this qﬁantify into .the denéity

per small mask segment.
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‘From the equation: dn = d0 + {n—-1).u for n = 1 +2 3,..., 0
the density dn is obtained for each subdivision of the mask,*given the
initial density d0 at the beginning of the mask segment. This density in
sounds per second, is again translated into the density in the small sub-
segment of the mask and equatlon (1) used to calculate, first for k = o,
then k = 1, etc. the probability Py Because Py is unequal for dlfferent
k, the random generator IALEA cannot be used directly, but rather, given a
random. number IR, the program compares it to the - 'accumulated' probability
Pk where: :
VPk'_'PO"'P]"'pZ_‘"---“"Pk
until k is found sueh that; "Pk_]t.{; IR < 'Pk
This value of k is then taken as a random mumber of events for- the sectlon,
given the weighted probablllty of the Poisson distribution., The same method
is usged for the selection principle Ratio when needed to change the equal

dlstrlbutlon of a random generator into a welghted dlstrlbutlon by ratios.

To distribute these events, the areas of Flg. 7 are subd1v1ded
into very small units, as in Fig. 8, 1/100 sec. hor1zonta11y and 1 Hz.
vertlcally in the linear case; in the 10gar1thm1c case, all frequency co-
ordlnates of the mask are put on a logarithmic scale, base 2 on octaves
starting at 50 Hz. The density is determlned by the values of the k events
and the area AR/10, and the value of L is found from equation (ii) for the
case of (1-1) units with no event and the Lth unit with one event. The units
available accordlng to the tendency mask are counted bottom to ‘top, 1eft to

rlght, at 1/100 sec. intervals, and the approprlate frequency~t1me co—ordlnate
noted, -

Once these k éoints are so placed, then if the masked area is not
yet filled, the program goes back to equation (i) and selects another value
of k events, thus allowing statistical variations in density. By subdividing
each mask segment into 10 sections; the density slowly changes across the
segment, without viclent jumps at the.boundariee,'except those caused by
changes in apparent density because of differences in area of ad joining mesk

segments,

For the purposes of calculation-it doés not matter what in fact-
the event will be, since it is merely regafde& as a point event. The theory
then stops at a elementary level and sonological decisions must .then take over

to glve the events musical function.
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Figure 7. Division of Mask: . Figure 8. Small Unit
' ~ Segment _ Subdivisi_on-
TABLE I: Representative Vélues for the Solution of the Poisson Equations:
Equation (i):  p, = e iiElE
‘densitx _ \‘percgﬁtagé_probabi_lity Py for various k- - , '

& k=0 ] 2 3 P 6 7 8
0.5 60.65 30.33  7.58  1.26 0.16 . 0.02 0.00 - 0.00 0.00
1.0 36.79 36.79 18.33  6.13  1.53  0.31 0,05 0.01" 0.00
1.5 22.31 33.47  25.10 12.55  4.71  1.41 - 0.35  0.08 = 0.0
2.0 13.53 27.07 27.07 18.04  9.02  3.61 1.20 0.3 0.09
2.5  8.21 20.52 . 25.65 21.38 13.36  6.68 2.78 0.99 0.3

3.0 4,98 14.94 22.40 22.40 16.80 10.08 5.04 2.16 0.8

3.5 - 3.02 10.57 18.50 21.58 18.88 13.22 7.71 3.85  1.69
4.0 1.83  7.33  14.65. 19.54 19.54 15.63 10.42 5.95 2.98
4.5 1.1 5,00 11.25 16.87 18.98 17.09 12,81 8.24  4.63
5.0 0.67 3.37  8.42 14.04  17.55 17.55 14.62 10.44  6.53
5.5 0.41 2.25  6.18  11.33 15,58  17.14 15.71 12.34  8.49
6.0 0.25  1.49  4.46  8.92 13.39  16.06 16.06 13.77 10.33
6.5 0.15 0.98 3.18 6.88 11.18 14.54 15.75 14.62 11.88"
7.0 0.09 0.64  2.23  5.21  9.12 12.77 14.90° 14.90 13.04
7.5 0.06 - 0.41  1.56- 3.88  7.29 10.94 13.67 14.65 13.73
8.0 0.03 - 0.27  1.07 - 2.86  5.73  9.16 12.21 13.96 13.9
8.5 ~  0.02 0.17  0.74 . 2.08  4.43  7.52 10.66 12.9 13.75
9.0 0,01 0.11 - 0.50  1.50  3.37  6.07 9.11 11.71 13.18
9.5 0.0l 0.07  0.3%  1.07 2.5  4.83 7.64 10:37 12.32

10.0 - 0.00 ©0.05 0.23 : 0.76  1.89  3.78 6.31 9.0l 11.26
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TABLE II: Reptresentative Values for the Solution-of the Poisson

Equations:

Equation (ii): L = - 1in (I=p ) /(N t) :

For a glven dens1ty d per 100 units, the number of unlts

L with probab111ty P,

density
| p,= 10z . 20% 30z 402 502 602 707 80% 907
1.0 1230.26 160.94 120.40 91.63 69.31 51.08 35.67 22.3] 10,54
2.0 115.13  80.47  60.20 45.81 34.66 25.54 17.83 11,16 5,27
3.0 76.75  53.65  40.13 30.54 23.10 17.03 11.89 7.44 3.5
4.0 57.56 ©40.24  30.10 22.91 17.33 12.77 8.92 . 5.58  2.63
5.0 46.05  32.19  24.08 18.33 13.86 10.22 7.13 .46 2.11
6.0 38.38  26.82  20.07 15.27 11.55 8.51 . 5.94 3,72 1.76
7.0 32.89  22.99 . 17.20 13.09. 9.90 7.30 5.10 3.19  1.51
8.0 . 28.78°. 20.12 15.05 11.45 B.66 6.39 4.46 2.79 1.3
9.0 25.58 17.88 13,38 10.18 7.70 5.68 3.96 2.48 . 1.1
10.0

23,03 16.09 12.06 9.16 6.93  5.11 3,57 2.23  1.05




APPENDIX B: SOUND SYNTHESIS METHODS:

SECTION I: FIXED WAVEFORM SYNTHESIS (POD4):

The basi¢ concerns for sound synthe31s in real time of periodic
sounds with the computer are.
E) The time taken to output one sample through the D-A converter and
obtain the next value; preparing fhe way for its output. The inverse of thls

time is the max1mum sampllng rate, whose value affects the sound quallty.

2) In order to produce various frequencies, one must éither vary the
time between samples, or eélse the number of samples per period, that is, one
may use either a fixed or variable sampling rate. In general, varlable Samp-
1ing'is used by these ﬁrograms but the number of samples per per:od is made

to vary as well as the time between samples.

3) The.gradation of discrete freqﬁency levels produced should be as
fine as possible to minimize the error between the frequency requested and

that produced.

4) If the sound is to be periodic with a variable amplltude, the program
must allow for the data produced diuring one period to be repeated with, at
certain times, a change of amplitude as well. However, the time lag between
perlods must not become a significant delay w1th,respect to the period of the

sound, or else distortion w111 result.

If N samples comprise a single period of a sound, and"if the delay
between samples is dt, then the overall period of the sound, T, related in-

versely to its frequency, F, may be expressed by the equation:

‘N.dt = T = 1/F e {1)

orl F = 1/(n.dt) .. (2)

From equation (2), it can be seen that either a large N or large
dt will severely limit the maximum frequency possible. Also, if F is to be
vafieble, then either N or dt or both must be varied. The strategy adopted
in the synthesis metﬁod of POD4 is to make dt the major variable, with three

values of N taken in the different frequency regiené.

The b381c machine cycle of the PDP-15 computer is 0.8 m1cro~

seconds (0. 8 x 10 ), and so it provides the smallest unit of time




26,

variation with wﬁich we can work. Also, ‘it should be noted that the real-
time clock of the-compu;er could be used for this purpose, but since it
normally runs in thelrange of 30 to 50 KHz., its basic cycle is 20 to 33
microsecoﬁds, and therefore is not as suited for the purpose of optimizing
the output frequency. Instead, it was decided to use the real-time clock
for the timing between sound events, and rely on the basic programming speed
to control the micro-structure of tﬁe synthesis result. The implication of
using the fixed time rate of the machine cycle to control frequency and also
ehvélopes,which derive their timing by counting'pefiods, and the variable
time of the real-time clock to contrbl the larger time structure of the sound
events, is to‘allow the time structure to be varied wiﬁhout affecting the
frequency or amplitude values, 31mrlar to a tempophone being used to speed

up or slow down sounds on tape without affecting their pitch,

The fastest possible loop satisfying requirement (1) was found
to be 9.0 microseconds. If requirement (2) is added, that is, allowing the
time between samples to be a variable, the-fastest program loop was found to
be 11.4-microseconds, with the variation being in umnits of 1.6 microseconds.
Since the basic machine cycle is 0.8 microseconds, two such loops could be

made, runninmg 1 cycle apart in speed. This may be expressed by the:equation:

dt = 11.4 +1.6. T + 0.8 n «+.{3) microseconds

where T is the tlmlng variable {T = 0 i 2,3,0... )
and n is a secondary timing varlable representing the time
difference between two loops differing by only one
cycle (n = 0 1) '

Combining equations (1) and (3) gives:

_ 6 .
11,4 + 1.6 T+0.8n = LU sees (4) microseconds
: N.F a
From (4), with T = n = 0, o = 1755 HBz.  for N = 50 samples
= 35}0 Hz. for N = 25 samples
max _
max 5150 gz. for N = 17 samples

Since-the maximum frequency using 50 samples was only 1755 Hz.,
it was decided to use two other values of N (i.e. 25 and 17) to extend the
upper range, producing maximum frequencies as indicated. In addition, three

faster loops, again differing by a cycle, but allowing no variation in time




2.

within the loop were added to produce three very high frequencies; the

equiﬁalent expression to (4) then wpuld bet

: 6
9.0 + 0.8 n = —12-— T L..(5)
N.F :
where n = 0,1,2 (note: n = 3 is equivalent to

equation (4) with T =n = 0)

For N = 17 samples: F

= 6540 Hz. for n= 0
F = 6000 Hz. for n = f
F = 5550 Hz. for n = 2

. As mentioned earlier, the‘diécrete frequency values produced
by the fastest timed loop with N = 50, 25 and 17 samples tend tb:ﬁe somewhat
far apart. Theréfore, not all of them are used iﬁ the case of N = 50, but
rather, above an arbitrary level (in this case, 1370 Hz.), events with
frequency in this range are produced by a loop with N = 25. Thus, the four
highest frequencies with N = 50 sampzes (i.e. 1755, 1640, 1549 and 1450 Hz.)
are not used. Note, however, that if one were not using timed loops;éarying
by one cyclé, cotresponding to the n variable (n = 0,1), the fregquency spread

between possible levels would be twice as.great.

The table on the next page gives the actual values produced at

the most critical timing regions, as-solved from equation (4).

In the case of two-channel sound production, the basic problem
is that, instead of just one sample going to the D-A converter at a time, one
must send two, usually different values, thus causing a greater minimum delay
possible between consecutive samples. An additional 9.0 microseconds are
required, five of which are taken by the action of the D-A converter. The

timing equation for stereo production with N = 50 samples is:

108
20,4 + 1.6 T+ 0.8 n = =—=ow— .
- ...{6) microseconds
o : N.F
therefore: ¥ = 980 H=z. for N = 50 samples
. Tmax ,

N Unfortunately, for N = 25 and 17 samples; extra time is needed
for incrementing the storage location, thus reducing the maximum . frequencies.
These cases, then, have equations:

22.8 4 1.6 T+ 0.8n = -12-= with F___ = 1755 Hz.
max

for N = 25 samples




25,5+ 1.6 T+ 0.8 n =

‘0
-0 with F
N.F 1] .

for N =

28.
= 2335 Hz.

17 samples

Some of the pessible frequency values'derived from these

equations appear in Table IV. By producing frequencies in certain regiohs

by a different value of N, the maximum error between the specified frequency

and the result is about + 2.0 to 2.5%, but only in the eritical reglons in .

the faster loops.

greater, with errors belng less than 1Z.

TABLE I1I.

dt

T

Below these, for slower loops, the accuracy is much

-

Possible Discrete Synthesis Frequencies for
Monophonic Qutput (PoD4)

(usec.)

11.4
12.2
13.0
13.8
14.6

15.4
16.2

17.0
17.8
18.6
19.4

20.2

21.0
21.8
. 22.6
23.4
24.2
25.0
25.8
26.6
27.4
28.2
29.0
29.8
30.6

T etc.

W 0 0 NN Y N R W W N

10

11

11
12

N

= 17

5150

4820
4530
4260
4040

3820

3630

not

used

Frequency levels

N = 25

3510
3280
3080
2900
2740
2600
2470
2350
2250
2150
2060
1980

1910 -

1835
1770 |
1710
1650
1600
1550
1503
1460
1420

not

used

not

used

1370
1300
1235
1175
1125
1075
1030
990
955
917
885
855
825
800
775
751
730
710

- 690
670 -

654

etc.




TABLE 1IV. " Possible Discréte Synthesis Frequencies
' - for Two—Channel Output {POD4)

dt_ T < Frequency. Levels
(usec) N =17 N=25 < N=50
20.4 0 0 not not . " not
21.2 o -1 possible possible usé&
22.0 1 0 ' 7Y I
22.8 1 | 1755 ‘878
23.6 2 0 | | 1695 848
2604 2 1 L L 1640 . 820
25.2 3 0 2335 1590 795
6.0 3 1 2265 - 1540 770
26.8 4 0 - 2210 . 1490 745
27.6 4 1 2155 1450 725
28.4 5 0 2095 - 1410 705
29,20 5 2015 1370 685
30.0 6 0. 1960 - 1335 668
30.8 6 i 1910 1300 650
31.6 7 0 1860 1267 633
32 7 1 . 1805 1235 617
33.2 8 0. 1770 1204 602
34,0 8 1 R —_— 1176 588
34.8 9 0 not 1150 - 575
35.6 9 1 used 1122 561
36.4 10 -0 | 1100 550
37.2 10 1 © 1075 537
38,0 11 0 . 1052 526
38.8 11 1 1030 515
39.6 12 0 | 1010 505
40.4 12 1 . 990 495
41.2 13 0 , 970 . 485
42,0 13 S 952 476
42.8 14 o | 935 467
43.6 14 1 o 916 458
44,4 15 0 --=- 450
etc. ‘ i ' 'not ’ etc.

used
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APPENDIX B: SOQUND SYNTHESIS METHODS:

SECTION T1: FIXED WAVEFORM SYNTHESIS (PODS):

Some of the problems not solved by the synthesis.method used in

POD4, as described in Séction I, were: '

1) The problems in sound quality produced by the decreasing sampling
rate, particularly below 600 Hz. 'The sampiing rate is defined as the number
of samples per second generated by the computer, and therefore is equal to
the nmumber of samples per period, N, multiplied by the.number of periods per

second, i.e. the frequency F. Therefore the sampling rate FS may be written:

F = N.F = 1/dt e (D)

With fhe variable sampling rate used in these érog:ams, it:is neécessary to
keep increasing the number of sémples per period, N, for lower and lower wvalues
of F, in order to keep the sampling réte in a reasonable range. With a rate
of FS, the maximum bandwidth that can be generated is FS/2, and for any partial
or frequency produced above that limit, a "folded-over" frequency occurs at,

FS ~ F. With a low-pass filter, the spectrum above a certain limit may be
eliminated, but with too low a sampling rate, folded over frequencies will be

produced in the audio region where they cannot be separated from the normal

Spectrum.

2) 1In oraer to achieve smooth envelope cohtrol, many discretg‘ampli—
fude values need to be used, and éince it is not possible to calculate and
store all of these, amplitude scaling must be'doné in real time as well. What
can be stored, however, are a series of factors by which the stored array can
be divided. With the 18 bit word length of the PDP-15, the stored array with
values from 0 to 4096 can be shifted 6 places to the left (multiplied by 64),

and if 60 amplitude levels are to be used, with 10 equal divisions of 6 powers

of 2, the factors will have the form;

Factor (1) = 64; X 2((I_I)/]0) I ='1,60 .. {(8)

In order to keep_the same zero lipe for each amplitude level, a constant
factor must be added of the form:

Comstant (1) = 2048, - ----2048.___ '

Factor(I) /64,
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The fastest loop performlng all of these operatlons ‘was found to
take 21.0 microseconds per sample. Therefore, we.may. write. a tzmlng equatlon

analogous to eguation (&) as:

21,0+ 1.6 T + 0.8 n = ~2=——  ...(10)

If dt is greater than ot equal to 21.0 x'I0*6 sec., then:
B, € 1/@) = 47.5 Kz

To maintain this sampling rate at F = 100 Bz., then:

N;F/F’=475
_ Therefore an array size of 500 samples was chosen to assure a high
sampling rate throughout the range. As well, this size conveniently can be
stored on two blocks of dectape. If during the program loop we divide the

number of samples in the array by integer values, k, such that;

N = 500/k

then k should be kept as small as possible for any given frequency in order to

maximize N, and thereby the sampling rate. Substituting in equation (10):
210+ 16 T+ 8n = eRIL_LE

for the fastest loop (T = n = 0) k 2 21-F/2000

Choosing k in thls way always keeps N hlgh and as seen in-Table V, the range
of sampling rates stays remarkably constant, usually above 40K, dlpplng below

30 X only between 97 and 118 ‘Hz. and:belowAﬁﬂ Hz.

A similar method 1s used for the two channel output, where the
max1mum sampllng rate is about 26KHz. The discrete frequency values for it

are listed 1n Table VI.

Because one contlnues to cut the number of samples per perlod in
the upper range, there -is no striet upper frequency limit. However, with the
single channel output, the number of samples per period drops to 5 at SKHz, and

with the two-channel output to 4 at 6Kiz; since there is only abput another

octave in the audible range above these values, this small number is not criti-

cal in defining a waveform since higher frequéncies need not be generated.
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TABLE V: ‘Possible Discrete Synthesis Frequencies for Single Channel
Qutput; Fixed Waveform Synthesis Method, POD5

Array size: 500 Number of samples per period N = 500/k

Timing variables: T,n 210+ 16T + 8n = 29399;5_

- A A B zg;; ‘ Samplingggate,(KHz)
84 5 0 0 8000 40,0
83 6 0 0 7904 47.4
82 0 0 7809 46.8
81 0 0 7714 46.2
80 0 0 7619 ' 45.7
79 0 0 7523 45.1

78 0 0" 7428 44,5
77 0 0 7333 44.0
76 0 0 7238 43.4
75 0o 0 7142 42.9
74 0 0 7047. 42.3
73 0 0 6952 41.7
72 0. 0 6857 41,1
71 7 0 0 6761 " 47.3
70 0 0 6666 46.7
69 0 0 6571 46.0
68 0 0 6476 45.3
67 0 0 6380 44,7

66 0 0 6285 44,0
65 0 0 6190 . 43.3
64 0 0 6095 - 42.7
63 0 0 6000 42.0
62 8 0 0 5904 4732
61 0 0 5809 46.4
60 o 0 5714 45,7
59 0 0 5619 45,0
58 0 0 5523 44,2
57 0 0 5428 C43.4
56 0 o0 5333 42,7
55 9 0 0 5238 47.1
54 N 0 0 5142 . 46.3
33 0 0, 5047 C 4504
52 0 0 4952 44.6
51 0 0 4857 . 43.7
50 10 0 0 4761 47.6

49 0 0 4666 46.7
48 6 0 4571 45.7
47 0 0 4476 44,8
46 ' 0 0 4380 43.8
45 1 0 0 4285 47.1
44 E 0 0. 4190 46.1
43 0 0 4095 45.0
42 o 0 0 4000 44.0

41 12 0o 0 3904 46.8
40 0 0 3809 45.7
39 0 0 3714 44.6
38 13 0 0 3619 47.0
37 0 0 3523 45.8
36 0 0 3428 . 44,6




TABLE. V. Continued:
A

k

35

34 -

33
. 32
.31
30
29
28
27
26
25
24
23

22

21
20

T 20

19
19
18
18
17
17
16
16
15

15

14

14
13-

13
12

12
1

Il
il
io
10

10

9

[ N N - RN U RN I R e

I8
19
20

21

22
23
25

26

.27
29

31

33
35
38
41

45

.50

55

62

7t

83

N—-— 00—~ 00> -0 —~00~00C~000C0C00ODR00Do00C0CO00DO0O00000OoOD
o-o ol;;cim C~0-00C—~0O0~0C—0—O—0-—0C—0 =0 -—0=-0C=-0=~0000 cocooccooocooo

F

o=

(Hz) .

3333
3238
3142

3047 -

2952
2857
2761
2666

2571

2476
2380

2285,

2190
2095
2000
1904
1834
1809

1743

1714

1651 -

1619
1559
1523

1467 -

1428
1376
1333
1284

1238

1192

1142
1100
1047

1009
973
952
917
884
857

825

796
761
733
707
683
666
642

619

598
571
550
-530
512
495

Samp

lingHRate-

(Riiz)

46.7
45.3
47.1
45.7
47.2
45.7°
46,9
45.3
46.3
47.0

- 47.6

45.7
46.0
46.1

- 46.0

47.6
45.9
47.0
45.3
46.3

44,6
“47.0

45.2
47.2
45.5
47,1
45.4
46.6
44,9
47.0.
45.3
46.8
45.1
47.1
45.4

43.8

47.6
45.9
44,2
47.1
45.4
£3.8
47.2
45.4

. 43.8

42.3
47.3
45.6
44,0
42.5
47.4
45,7
44.0
42.5
41.1




TABLE V: Continued:

k_ N I S - S Fo_ Sampling Rate
' (Hz) - (KHz.)
6 83 2 1 - 489 - 39.8
5 100 0 o 476 47.6
5 : 0 1 458 -45.8
5 1 0 442 44.2
5 1 i 427 42.7
5 2 0 413 . 41.3
5 2 1 400 40.0
5 ; 3 0 387 38.7
4 125 0 0 380 47.5
4 e 0 1 366 45.7
4 1 0: 353 44,1
4 1 1 341 42.6
4 2 0 330 - 41.3
4 2 1 320 40.0
T4 3 0 310 - 38.8

4 3 1 - 300 37.5

4 4 o 291 36.4
3 166 0 0 285 47.3
3 - 0 1 275 45,7
3 1 0 265 i 44,0
3 1 1 256 42.5
3 2 0 247 41,0
3 2 1 240 39.8
3 3 0 232 38.5

-3 3 1 225 . 37.4
3 4 0 218 . 36.2
3 4 1 212 35.2
3 5 0 206 34.2
3. 5 I 201 33.4
3 6 0 196 32.5
3 6 1 191 31.7
2 250 . 0 0 190 47.5
2 0 1 183 45,8
2 ] 0 176 44,0
2 1 1 170 42.5
2 2 0 165 41.3
2 2 1 160 40.0
2 3 0 155 38.8
2 3 1 150 - '37.5
2 4 0 145 36.3
2 4 1 141 35.3
2 5. .0 137 34.3

"2 5 1 134 33.5
2 6 0 130 32.5
2 6 1 127 - 31.8
2 7 0 124 31.0
2 7 1 121 30.3
2 8 0 118 29.5
2 8 1 115 28.8
2. 9 0 112 28.0
2 9 1 "110 27.5
2 i0 0 108 27.0
2 10 1 105 26.3




TABLE V: Continued:

kN, ' I .n - F ~ Sampling Rate -
' - - Hz) ' (KHz.)
2 . 250 11 0 103 : 25.8
2 : i1 P 101 - 25.2 -
2 12 0 99 24,8
2 : 12 1 97 - 24.3

i 500 - 0 0 95 47.5

i 0 1 -9y . 45.5

| I 0 88 44,0
1 1 1 85 . 42,5
1 2 -0 82 s 41.0
1 2. 1 80 40,0
1 3 0 77 : 38.5°

1 3 1 75 . . 37.5

1 4 0" 72 36.0
I 4 i 70 .35.0
1 5 0 68 34.0
1 5 1 67 - 33.5
1 6 0 65 32.5
1 6 1- 63 31.5

] 7 0 62 31.0

1 7 1 60 30.0°
1 8 0 59 29.5

] 8 1 57 © 28.5

] 9 0 56 28.0

I 9 1 55 27.5

| 10 0 - 54 27.0

1 10 1 52 26.0

1 i1 0 51 - 25.5

] 11 1

50 125.0




TABLE VI. Possible Discrete Synthesis Frequencies for Two-Channel
' Output; Fixed Waveform Synthesis Method: POD5

-Arfay size: 500 Number of samples per-period N = 500/k
Trﬁlng variables T,n 373 + 167 + 8n = 20000.k sec.

F
k_ N T _n_ _F_ Sampling Rate
, _ ' “(Hz) (Xdz)
112 4 -0 0 6005 24,0
111 .0 0 5951 23.8
110 0 0 5898 23.6
109 0 0 5844 - 23.4
108 0 0 5790 - 23.1
107 0 0 5737 - 22.9
106 0 o . 5683 22.7
105 0 0 5630 22.5
104 0 0 5576 22.3
103 0 - 0 5522 - 22.1
102 0 0 5469 21.9
101 0 0 5415 21.7
100 5 0. "0 5361 7 26.8
- 9g 0 0 5308 26.5
98 0 ¢ 5254 26.3
97 0 0 5201 26.0
96 (1] 0 5147 25.7
95 0 0 5093 25.4
94 0 0 5040 25.2
93 ¢ 0 4986 24.9
92 0 0 4932 24,7
91 0 0 4879 24 .4
90 0 0} 4825 24,1
89 0 0 4772 23.9
88 0 o 4718 23.6
87 0 0 4664 . - 23.3
86 0 Lt 4611 - 23.1
85 0 0 4557 . 22.8
84 0 0 4504 22,5
83 6 0 0 4450 26.7
82 Q 0 4396 : 26.4
81 o 0 - S 4343 26.1
80 0 0 - 4289 25.7
79 0 0 4235 25.4
78 0 o - " 4182 25.1
77 ¢ -0 ‘4128 24.8
76 0 -0 - 4075 24.5
75 - 0 0 4021 24,1
74 -0 0 3967 23.8
73 0 0 © 3914 23.5
72. 0 0 3860 23.2
71 7 0 0 .3806 @ 26.6
70 0. 0 3753 26.3
69 0 0 3699 25,9
- 68 -0 0 3646 - 25.5
67 0 0 3592 25.1
66 0 - 0 3538 24.8

36.




37.

TABLE VI. Continued:

S X o E Sampling Rate
. (Hz) = . - {KHz)"
65 7 0 0 3485 264 -
64 0 0 © 3431 24.0
63 0 0 3378 23.6
62 8 0 0 3324 : 26.6
61 0 0 3270 26.2
60 0 0 . 3217 .25.7
59 0 0 3163 25.3
58 0 0 3109 24,9
57 0 0 3056 244
56 0 0 3002 _ 24.0
55 9 0 0 2949 26.5
54 0 0 2895 26.1
53 0 0 2841 25,6
52 0 0 2788 25.1
51 0 0 2734 24,6
50 10 0 0 2680 26.8
49 0. 0 2627 ©26.3
48 0 0 2573 25.7
47 0 0 2520 25.2
46 : "0 0 2466, - 24,7
45 11 0 0 2412 26.5
44 0 0 2359 25.9
43 0 0 2305 ©25.4
42 0 0 2252 24.8
41 12 0 0 2198 26.4
40 - 0 0 2144 - 25,7
39 -0 0 2091 25.1
38 13 0 0 2037 - 26.5
37 0 0 1983 25.8
36 0 0 1930 25.1
35 14 0 0 1876 ' 26.3
34 0 0 1823 25.5
33 - 15 0 0 1769 26.5
32 0 0 1715 " 25.7
32 0 1 1679 25.2
31 16 0 ) 1662 26.6
31 ' 0 1 1627 26.0
30 0 0 1608 25.7
30 0 1 1574 25.2
29 17 0 - 0 1554 26.4
29 0 1 1522 . 25.9
28 0 0 1501 25.5
28 0 1 1469 ' 25,0
27 18 0 0 1447 26.0
" 27 . 0 1 1417 25.5
26 19 0 . 0 1394 26.5
26 : 0 i 1364 25.9
25 20 -0 0 1340 © 26.8
25 0 ] 1312 ' 26.2
24 0 0 1286 25.7
24 0 1 1259 25.2
23 21 -0 0 1233 25.9
23 0 1 1207 25.3




TABLE Vi. Continued:

kN Ao o B S
(Hz)
22 22 0 0 1179
22 0 1 1154
21 .23 0 0 1126
21 0 ] 1102
20 25 0 0 1072
20 0 1 1049
20 1 o 1028
19 26 0 0 1018
19 0 1 997
19 - i 0 976
18 27 0 0 965
18 0 1 . 944
18 1 0 925
17 29 ] ] 911
17 0 1. 862
17 : 1 0 874
16 31 0 0 857
16 0 1 839
16 I -0 822
15 33 0 0 804
i5 0 1 787
15 1 0 771
14 35 0 0 750
14 0 1 734
14 1 0 719
13 38 0 0 697
13 0 I 682
13 1 0 668
13 1 i 654
12 - 41 0 0 643
12 : 0 1 629
12 1 0 616.
1z - - 1 1 604
11 45 0 0 589
11 0 1 577
11 ] 0 565
11 ] 1 554
11 2 0 543
10 ° 50 0 0 536
10 0 1 524
10 1 0 514
10 B I 503
10 2 0 493
.9 55 0 -0 482
9 0 1 472
-9 . o 462
9 1 1 453
9 2 .0 444
9 2 ! 435
8 62 0 0 428
8 0 1 419
8 1 0 411
8 1 1 403

Sampling Rate
(KHz)

25.9
25.4
25.9
25.3
-26.8
26,2
-25.7
26.5
25.9
25.4
26.1
25.5
25.0°
20.4
25.9
25.3
26.6
26.0 .
25.5
26.5
26.0
25.4
26.3
25.7
25.2
26.5
25.9
25.4
s 24,9
26.4
25.8
25.3
24.8
26.1
26.0
25.4
24.9
24.4
- 26.8
26,2
25.7
25.2
24,7
26.5
26.0
25.4
24.9
24 .4
23.9
26.5
26,0
25,5
25.0

38.




39.

TABLE VI. Continued:

k N_ I _n_ F__ ~ Sampling Rate
T ' THz) (Kiiz)
8 62 2 0 395 24.5
8 2 ] . 387 24.0
8 3 0 380 23.6
7 71 0 0 375 26.6
7 0 I 367 26. 1
7 1 0 359 25,5
7 I B 352 25.0

7 2 0 345 - 24.5 .
7 2 1 338 _ 24.0
7 3 0 332 ©23.6
7 3 ] 326 23.1
6 83 0 0 321 26.6
6 : 0 1 314 26.1
6 1 0 308 25.6 -
6 1 - 1 302 25.1
6 2 0 296 24.6
6 2 1 290 - 241
6 3 0 285 © 23,7
6 3 1 279 23.2
6 4 0 274 22.7
5 100 0 0 268 26.8
5 0 1 262 26.2
5 1 0. 257 ' 25.7
5 1 1 251 25.1
5 2 0 246 24.6
5 2 1 242 24.2
5 3 0 237 : 23.7
5 3 1 233 . 23.3
5 4 0 - 228 22.8
5 4 1 224 22.4
5 5 0 220 22.0
4 125 0 0 214 26.8
4 : 0 1 209 26.1
A 1 0 205 25.6
4 ] ] 201 25.1
4 2 -0 197 24.6
4 2 1 193 24.1
4 3 0 190 ©23.8
4 3 1 186 :23.3
4 4 0 183 22.9
4 4 1 179 22.4
4 5 0 176 22,0
4 5 ] 173 “21.6
4 6 0 170 ©21.3
4 6 1 167 . - 20.9
4 -7 0 164 20.5
4 7 I 162 . 20.3
3 166 0 0 160 26.6
3 0 1 157 26.1
3 1 0 154 . 25.6
3 1 1 151 25.1
3 2 0 148 24 .6
3 2 B 145 24,1




TABLE 'VI.A Continued:

k _N. I .n _E._ . Sampling Rate
o . (Hz)  (KHz)Y
3 166 3 0 142 23.6
3 ' 3 - 1 139 23,1
3 4 0. 137 : 22.7
3. 4 ] 134 22.2
3 5 0 132 21.9 -
3 5 1 130 - 21,6 .
3 6 "0 127 Co21.1-
3 6 1 125 20.8
3 7 0 123 20.4
3 7 1 121 20.0
3 8 -0 119 : 1.8
3 8 1 117 19.4
3 9 ¢ 116 19.3
3 g 1 114 18,9
3 10 0 112 . 18.6
3 10 - 1 110 18.3
-3 - 11 0 109 ~ - 18,1
.2 250 0 0 107 26.8
2 0 1 104 26.0
2 1 .0 102 - 25.5
2 I 1 100 25.0
2 2 0 98 24.5
2 2 1 96 24,0
2 3 0 95 ' 23.5
2 3 1 . 93 23.3
2 4 0 91 22,8
S 2 4 1 89 22.3
2. 5 0 88 22.0
2 5 1 86 21.5
2 6 0 85 _ 21.3
2 6 1 83 20.8
2 7 0 82 20.5
2 o7 1 81 20.3
2 -8 0 79 19.8
2. 8 1 78 19.5
2 9 0 77 19.3
2 . -9 1 76 . 19.0
2 10 0 75 ~18.8
2 10 1 73 ©18.3
2 11 .0 72  18.0
2 11 1 71 17.8
2 . 12 - 0 70 17.5
) 12 1 69 17.3
T2 13 0 68 . 17.0
2 13 1 67 © . 16.8
2 14 1 66 16.5
2 15 0. .65 -~ 16.3
2 15 I 64 16.0
2 16 0 63 15.8
2 16 - 1 62 ) 15.5
2 17 1 61 ' 15.3
2 18 0 60 15.0
2 18 1 59 14,8
2 19 1 58 14.5




APPENDIX B: SOUND SYNTHESIS METHODS:

SECTION III: FREQUENCY MODULATION METHOI;: “(POD6): -

The equation describing an acoustic wave produced by a carrier
sine wave, frequency c, modulated by another sine wave, frequency m so that
the frequency of the carrier wave goeé between c+d and c-d, where d is the

deviation of the modulating wave (i.e. its amplitude), may be written as:

e= A . sin (2®Fct + 1 . sin (27 mt)) cea (11}

where I is the modulation index such that I = d/m

If we have stored a sine array of the form:

B, = A.sin BT +208.  a-01,N LL(12)

then we may construe the probiem of producing the function describéd in‘(ii)
as the problem of finding the indék J of the next sample to be put out.
Therefore, equating equations (11) and (12), ignoring amplitudes fér the
moment, and comparing arguments of the sine function, we have:
J = N . (ct + -l-'-.sin 2@« mt ) L (13D
2T '

In order to deal with the time variable, we can make an initial

assumption that the modulating frequency will be beriodic, and divided into

i segments of dt. Therefore:

t = n . dt such that Tm/i = dt where"Ifm is the period
of modulation
Therefore: t o=t s, = 0,1,2,0...,1
m.i -
T W SESPIE S
Substituting in (13): 3 = N, { == + .21r'31n 2ﬁ'i ) cea (14)

Note that the sine term on the right now is independent of t, and therefore

can be compared with the stored array which has the specific form:

E, = 2048, + 2048. sin 33'&-"-1— , M =0,1,2,....,N
I1f i £ N, such that N/i = k, then 'EM = Ek,n
. n . o
Therefore: . sin 21r§ = (Ek.n _%048)/2048 o

It will also be to our advantage to scale I over a larger range, which we can

do at the same time as removing the factor T by defining:

' = 6.1/




42,

Substituting in (14):

= k. gm) n o+ —'%— Ey 072048 15
7096

i
Equat1on (15) is now programmable in terms of the variables c ,m and I for

a given array size N, with the subdivisions of the modulating period being

counted by n; n=1,2,,..,i. In the present case, N = 512, then equation -
(15) can rewritten as:

- ¢ I -
I= k@ o+ 52 (Ek.;1 2048)

where'k = N/i = 512/1

Howevéf, much of  this equatlon 1nciudes constants Wh1Ch are multlplled by
an expre531on dependent on the various values of n. There will then be only
i different values of these for each event, and thérefore they can be cal—

culated beforehand and stored in two small arrays A and B :

'=, k. ﬁm) .n and B = (E _-2048)/8

k.n

Therefore, the equation finally reduces to the form:
I = A+ I B /16 . ...(16)

The factor 16 is retalned 80 that the multlpllcat1on in the numerator can

be carried out over the widest possible range fnr accuracy. The values:
calculated from this expre331on have to be adjusted to the. array size with a
modulus functlon if they exceed 512, or by addlng the array size to negative
values till they return to the positive range. As well, the last index in the
modulation period must be carried over as a phase constant for the next period
- in order to ensure a contlnulty in the carrier wave. The 1n1t1a1 value of this
phase constant determines the relatlonshlp between the carrier and modulatlng

wave, and in the present program is 1n1t1a112ed to 128, that is, a cosine

modulat1on.

The speed of the program loop perform1ng these operations is

58.8 microseconds; thus the timing equation can be wrltten.

588+16'1‘+8n = I ...(17)

where T and n are the timing varlables as used 1n sections I, II of thlS
discussion. Agaln, the number of samples per period (i) may vary in order to

keep the sampllng rate as hlgh as possible, such that i = 512/k




The dlfference in the case of this program 1s that k may only have values

that produce discrete values of i. However, substltutlng in equatxon (]7),

588 + 16 T + 8 n = 1253%;5
o g ‘588.m
Therefore: - k 2 5551 ¢ - |
and: _ 19531/ (m/k)~- 588
16

The discrete frequencies preduced are similar to those of
Tables V & VI., with sampling rates in the region of 13 .te 16K. over most

of the modulation frequency range. The fastest 1oops (T 0) for some

S
values of i are llsted below, ‘with the slowest one for the same 1 on the rlght

S1ze of ar;ay:\S!Z. Number of.samples per period i = 512[k :

_k_ i _F__ Sampling rate F_ Sampling Rate

(Hz) (KHz) (Hz) " (KHz)

128 4 4251 17.0 _ . 3415 13.7

102 5 3388 16.9 2845 T 14.2

85 6 2823 16.9 - 2455 14.7

73 7 2424 - 17,0 2160 15.1

64 8 2125 17.0 1871 ©15.0

56 9 1860 .~ 16.8 1719 - ©15.5

51 10 - 169 °  16.9 1546 15.5.

46 11 1527 16.8 ' 1412 ©15.5

42 12 1395. . 16.7- .. 1306 - - 15.7

39 i3 1295 16.8 1212 15,8 .y

36 14 1195 = 16.7 1134 15.9

34 15 . 1129 16.9 - 1071 16.1

32 16 1062 17.0 : . 1008 16.1

30 17 996 16.9 945 16,1

28 18 930 16.7 : 870 o 15.7

26 19 - 863 16.4 - 840 . 16.0

25 20 830 16.6 ' -808 16.2

26 21 - 797 16.7 o 776 - 16.3

23 22 763 16.8 _ ' 734 16.1

22 23 - 730 16.8 702 16.1

21 24 . 697 16.7 . _ 670 . - l6.b

20 25 664  16.6 - 638 °  16.0

19 26 631-  16.4 . - o606 15.8" -

18 28 597 16.7 T 567 15.9

17 30 564 16.9 o 535., . 16.1

16 32 531 17.0 - 504 16.1

15 34 498 16.9 472 . 16.0 .

i& 36 . 465 16.7 - 435 15,7

13 - 39 431 16,8 - o o 404 0 1508 -

12 42 398 16.8 - . 368, 154, -

11 46 365 i6.8 337" ©15.5°

10 51 332 16.9 303 15.4

9 56 298 16.7 269 15.1




TABLE VIII.
I n=0 _1
0.05 1.00 - .025
0.1 1.00 . .05
0.2 .99 10
0.3 .98 .15
0.4 .96 .20
0.5 .94 24
0.6 W91 .29
0.8 .85 .37
1.0 7 44
1.2 .67 .50 -
1.4 .57 .54
1.6 46 0 57
2.0 .22 .58
2.4 .003 .52
3.0 .26 .34
4.0 40 .07,
5.0 I8 .33
6.0 15 .28
7.0 .30  .005
8.0 W17 .23
9.0 09 .25
0.0 .25 .04
2.0 05 .22
5.0 01 L2t
8.0 .01 .19
21.0 04 17
24.0 .06 - .15
= Q

T s e i

— R WP L1 O OO

64
73
85

128
170
256
512

i

102 .

F. Sampllng Rate
(HZ)‘. (KHz)
265 . 17.0
232 16.9
199 16.9
166 16.9 ..
132 16.9
99- 16.8
66 16,9
_ 33 .16.9

Sampling Rate

"(Kilz)

15,1
14.7

13.5

12.8
11.7

© 8.7

TABLE VII. Summary of dlscrete modulation frequency levels (fastest
and slowest loops for given i
' POD6 synthesis method.

1

.11

.26

W25

no. of samples/period)

Some Bessel Functions gi#ing amplitude of fraquenéy modulation

sidebands for various modulation indices (I):

2

—————

.03

.04
.07

A7
.21

.35
.43
.49
36
.05
24
.30
1
4

09
.0

I02
.04

2

.01
.02

.03
.07

.13

.31
43

36

(11
17
.29
.18

.06

.20
19
.19
.18

.16
3

.01
.02
.03

.13

.28

.39
.36
.16.
d1
.27
.22
.18
.12
.07
.03
.003

06 .

&

04
13
.26
.36.

.35
.19
.06

.23

.07

13

.16
.15
l]6

3

.01

.05
.13
.25

.34

I34

.20
.01

I24
.21
116

11
06

6 -

02
05
.13
.23

.32

.33
.22
17
.03
.05
.10
.13

f7 ,

.02 .

.06
.13
.22

- +31

.32
.05
17
.20

18
A4

8

C .21 A2

.02

.06 .01 .0l

.13 .06 .03
.06
.29 .21 .12
.23 .30 .27
.22 .09 .10
12 .07 .20
.03 .15 .17
046 .17 .10

.01
.03
.06
.20
.24
.18
.03
.07

12

.9 10 11




APPENDIX C: CHOICE CODE FOR THE CONTROL PROGRAM “SAM": .-

SECTION I: POD4 & 5:

P

Pl
P2

P3
P4
P5

Wi
W2
W3
Wa
W5

D
D2

' D3
D4
D5

R1
R2

R4

R5

Vi

vz
v3
V4
V5

Performance and synthesis:

Play the distribution.of events with test waveform
Play the distribution of events with waveform selection and
stereo option
=~ Waveform test with frequency, envelope variables. (monophonlc)
Play all compositional sections through from the beginning
- Two-channel waveform test with frequency, envelope and spatial
: position variables :

Waveform Selection:(POD4); Object;Selection: (POD5) :

- Waveform spec1f1cat10n and selectlon .

- Change waveform numbers

- Change waveform tendency mask (51ng1e data value)
- Change selection ratios

- Change waveform selection principle

Distribution Characteristics:

- Information concerning theoretical distribution characteristics

- fnalysis of actual distribution as calculated (densities and average
time delays) taking into account a11~performance
variables affecting the time structure)

- Change frequency scale to logarithmic for individual mask segments

Change density to theoretically equal values throughout distribution

Specify theoretical distribution w1th1n1t1alamd flnal densities

oo
e

(Re)~Calculation of the Poisson Distribution

|. .

(Re)—Calculate distribution and play with test waveform (Pl)

(Re)—Calculate distribution and play with waveform selection (P2)

(Re)-Calculate distribution without performance

- Begln a new compositional section (and ‘punch performance data if
desired) :

~ Restart current section

Performance Variables-(no recalculation. necessary) -

- Change speed of performance (faster below 300/sloWer above 300)
- Specify or change envelope values

~ Make entry delay independent of duration )

- Make entry delay dependent on diuiation (as in initial case)

~ Specify amplitude modulation speed (POD5 only)




H

81 -

82

S3

84

S5

Fi
F2
F3
F4

F5

ci
C2
c3
Ch

]

L1
L2
L3
L4
L5

Tl
T2
T3
T4
5

Gl

G2
G3

G4

G5

»
.

40.

Spatial Distribution:

f

Aleatoric spatial distribution

- Frequency correlation with spatial p031t10n (position numbers
for each octave: linear/ordered)

—- Time correlation with spatial position (tendency mask)

Change tendency mask data (single value)

- Return to monophonic output (i.e. negate S1, S$2 or $3)

Waveform Input and Operations:

Calculate a waveform from the formula llbrary and store on dectape

Input from paper tape data

Hybrid waveform construction from data on dectape

Transfer waveform data to teletype/ paper tape or another block
on dectape

Waveform constructlon w1th harmonlc structure

Change data for Poisson distribution:

— Change total number of events

- Change initial density {sounds/sec.)

- Change tendency mask data - (single value) :

. Insert & new tendency mask segment, or add an add1t10na1 one
Change random start mumber (i.e. for a new variant)

List data on-teletype:

~ List total number of events in the theoretical dlstrlbutlon
- List Poisson frequency tendency mask data
= List waveform tendency mask data
-~ List spatial distribution tendency mask data
-~ List envelope data (for all waveforms be1ng used)
List objéect data (POD5)

'=Data Tapes:

- Punch new Poisson dlstrlbutlon data tape using current values

- Punch waveform distribution tendency mask data- tape

- Punch spatial distribition tendency mask data tape

~ Punch co-ordinates of calculated frequency-time points

- Punch envelope data tape (POD4)§ object data tape (POD5)

Graphic Display:

— Make a graph of the Poisson distribution co-ordinates
- Make a graph of the Poisson tendency mask

- Make a graph of the waveform tendency mask

- .Make a graph of the spatial tendency mask

- Make a graph of waveform data (five sectionms)

Halt the program




APPENDIX C: CHOICE CODE FOR THE CONTROL PROGRAM:

SECTION II: POD6 : .

P

: Performance and Synthesis:

Pl - Play the distribution of events with a test waveform
PZ - Play the distribution of events with object selection
P3 - Single sound test with envelope. c—m ratio and max1mum modu-—
lation index as variables

" P4 ~ Play, all compositional sections through from the beginning

P5 ~ Repeated sound test (similar to P3) terminated by setting AC switch

: Object Selection:

Wl - Object specification of *availability for a distribufioh and
stipulation of selection principle
W2 — Change object numbers to be used
W3 - Change object selection tendency mask (s1ngle value)
W4 — Change selection ratios :
W5 - Change object selection prlntlple

. Note: to add a tendency mask section ask for W5 1nd1cat1ng -8 1arger

number of mask sections.. The program then gives the:- 'option of
adding new sections without retyping the entire mask

Note: to add new objects to a tendency mask without changing the selec-

D

tion of the previously used objects, ask for Wl or W2 stating a
larger number of object; the program then offers to scale the-
old mask so that it still only applies to the original objects.
One may then add new mask segments as in the previous note.

: Distribution Characteristics:

DI - Information concerning the theoretical distributioﬁhEharacteristics
D2 - Analysis of actual distribution as calculated and performed, giving
sound densities, average time delays, taking into account all .
performance variables such as clock setting and performance speed
D3 -~ Change frequency scale of individual mask segments to. logarithmic
D4 - Change density to theoret1ca11y equal ‘values throughout the dist-
ribution (ask for Ll afterwards to learn the new number of events)
D5 - Specify theoretical dlstrlbutlon densities with 1n1t1a1 and final

values (rea1 numbers)— ask for Li after to 1earn new total number
of events

: {(Re)-Calculation of the Poisson Distribution

Rl - (Rej calcﬁlatéldisttibuﬁion andrﬁléy with test-ﬁavéform (?I)
R2 -~ (Re)-calculate distribution and play w1th.ob3ect selectlon (P2}

- R3 - (Re)-calculate distribution w1thout .performance -

R4 ~ Begin new comp051tlonal section, produce performance tape (optlonal)
and 1ist all data
R5 - Restart current section (Poisson data asked for mext time but other
' data preserved)




vI.

V2

V3
V4
V5

cl
c2
c3
C4
c5

Ll
L2

Lz
L4

L5

..

TI
T2
T3
T4

T5

ol
02

- 03

.Gl
G3

48,
Performance Variables (no recalculation‘necessary)

= Change speed of performance (initially 300; faster below 300,

: : - slower above 300) ‘

~ Specify object data from teletype (only). Asks for object number,
envelope, c-m ratios and maximum modulation index the first time.
‘Thereafter, used to change envelope only. ‘

~ Make entry delay independent of duration _ ,

~ Make entry delay dependent on duration (as in initial case)

—~ Change c-m ratio and modulation index of given object

Change data for Poisson distributjon -

— Change total number of events

= Chﬁngé initial density (sounds/sec.)

= Change tendency mask value (single value) , :
7olnsert a new téndencyamask segment, or add an additional one

~—, Change random start number (initially Iy - '

List data bn teletype

= List total number of events in the theoretical'distributidn_
= List Poisson frequency tendency mask data
~ List object selection téndency mask data

-

- List object data (for all object defined)
Punch data tapes

- Punch new Poisson distributipn data tape uéing current values
— Punch object selection tendency mask data tape . R

~ Punch co-ordinates of calculated frequency-time points

= Punch object data tape (all objects defined)

;Object Information

- Object information regarding a specific ¢-m ratio: gives spectrum
o ‘and optimum synthesis information : '
~ Object information regarding the user's set of available objects
’ . (usedronly after Wl and object_definition)
- Input of object data tape ' T

Graphic Display
= Make a graph of the Poisson distribution co-ordinates (points)

=~ Make a graph of the Poisson'tendency mask
~ Make a graph of the waveform tendency mask

Halt the program




APPENDIX D: THE OVERLAY STRUCTURE OF THE-PRQGRAM:

Allocation of 12K core for programs, data storage,'input—output, handlers.

Link Table

Main routire: subroutine calls, etc.
~ " Monitor: coding of ‘¢
* Integer input

Random generator
Fortran arithmetic subroutines
Permanent data storage {(Common arrays)

ommands: subroutine calls

(4K)

* Major Synthesis Selection Poisson

Subroutine Restart prog. input and
Section data calcul'n.

" Waveform data " Test synthesis | Tendency
Block " Vocabulary ~ calcul 'n.
(2500) ' - _Area calc'm.

" Vocabulary
Waveform
fitting
(4K)

Waveform -

Distrib'n.
handlers inform'n.
(hybrid, & analysis
harmonic, BCDIO
transfer Waveform

* Graphic . formulas
routine ‘

"KDeCtape handler
(integer input
and output)

' Data block for
Synthesis
{504)

" Vocabulary

™ Distribution
Analysis data
‘block '

" Integer input and
output (teletype,
_paper punch) ‘

Object Specification

- Input/Output

Systeﬁ handlers

(4K)

(dectape, téletyﬁe,,pgper reader & punch}

" Machine language routines (MACRO-15); others in FORTRAN IV




