A semi-automated method for identifying and measuring myelinated nerve fibers in scanning electron microscope images
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ABSTRACT

Diagnosing illnesses, developing and comparing treatment methods, and conducting research on the organization of the peripheral nervous system often require the analysis of peripheral nerve images to quantify the number, myelination, and size of axons in a nerve. Current methods that require manually labeling each axon can be extremely time-consuming as a single nerve can contain thousands of axons. To improve efficiency, we developed a computer-assisted axon identification and analysis method that is capable of analyzing and measuring sub-images covering the nerve cross-section, acquired using a scanning electron microscope. This algorithm performs three main procedures – it first uses cross-correlation to combine the acquired sub-images into a large image showing the entire nerve cross-section, then identifies and individually labels axons using a series of image intensity and shape criteria, and finally identifies and labels the myelin sheath of each axon using a region growing algorithm with the geometric centers of axons as seeds. To ensure accurate analysis of the image, we incorporated manual supervision to remove mislabeled axons and add missed axons. The typical user-assisted processing time for a two-megapixel image containing over 2000 axons was less than 1 h. This speed was almost eight times faster than the time required to manually process the same image. Our method has proven to be well suited for identifying axons and their characteristics, and represents a significant time savings over traditional manual methods.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

Peripheral nerves, such as the sciatic nerve in the leg, are responsible for the essential task of conducting information about sensation and movement between the central nervous system and the rest of the body. Consequently, there are hundreds of studies investigating the structure and function of these nerves, their reaction to injury, and mechanisms of regrowth. Many of these studies rely on measurements of nerve characteristics such as the number and size of nerve cell projections known as axons (e.g. Gasser and Grundfest, 1939; Hursch, 1939; Edds, 1950; Fried and Hildebrand, 1982; Knox et al., 1989; Wattig et al., 1992; Sullivan et al., 2003; Demirer et al., 2006). In vertebrates, an insulating sheath known as myelin typically surrounds large axons. Myelin thickness is related to the speed at which an axon can transmit electrical impulses (Rushton, 1951; Arbuthnott et al., 1980b), and for this reason myelin sheath characteristics are also of interest (Webster, 1971; Arbuthnott et al., 1980a,b; Fried and Hildebrand, 1982; Fried et al., 1982; Smith et al., 1982; Friede and Beuche, 1985; Demirer et al., 2006). Axon and myelin characteristics are commonly found using images of nerve cross-sections in which the tissue has been stained to visualize cell membranes and myelin. These visible structures are then identified and measured. This process of identifying and labeling regions of interest in an image is known as segmentation. Given that a single nerve can contain many thousands of axons and that an application can require the analysis of tens or hundreds of nerves (Schmalbruch, 1986; Vogt, 1996), it is important to develop methods to obtain the needed measurements efficiently from nerve images.

There are many methods for segmenting images of nerve cross-sections. Before the advent of computers, photographs of several representative sample areas from each nerve cross-section were printed out on large sheets of film or paper, and the axons identified and measured by hand (Webster, 1971; Hildebrand and Hahn, 1978; Boyd and Kalu, 1979; Arbuthnott et al., 1980a,b; Fraher, 1980; Fried and Hildebrand, 1982; Fried et al., 1982). By extrapolating from these sample areas to the whole nerve, the axonal characteristics of the nerve were approximated. Due to the time-consuming nature of this completely manual method, it was generally not feasible to analyze the entire nerve cross-section but only small sections.
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With the advent of more advanced computer technology, it was possible to manually identify and trace each axon in several representative sample areas using a computerized stylus or tablet on a printout or computer screen, and then program the computer to calculate the relevant measurements (Dunn et al., 1975; Bronson and Hedley-Whyte, 1977; Karmes et al., 1977; Smith et al., 1982; Friede and Beuche, 1985; Friede, 1986; Schmalbruch, 1986; Ewart et al., 1989; Hoffmeister et al., 1991). As hardware and software improvements continue to be made and new types of algorithms are developed, it has become possible to automatically identify, rather than manually trace, most or all of the axons in digital images. Algorithms using techniques such as template matching (Frykman et al., 1979), edge detection (Elliott et al., 1980; Zimmerman et al., 1980; Usson et al., 1991), active contours (Fok et al., 1996), zonal graphs (Romero et al., 2000), neural networks (Jurus et al., 2010), and region growing (Zhao et al., 2010) have been produced to automatically identify axons and myelin in nerve images based on their shape or grey-level characteristics. These methods are faster than manual techniques, allowing more sample areas to be analyzed – for example, the measurement of 1000 axons can be reduced from 1 day to 1 h (Usson et al., 1991). In some cases, especially in the case of smaller nerves, these more efficient methods allow analysis of all axons in the nerve cross-section (Usson et al., 1991; Romero et al., 2000; Weyn et al., 2005). There have even been several studies using advanced segmentation techniques to identify and track axons in three-dimensional image sets (Jeong et al., 2009; Jurus et al., 2010). Still, many approaches require specialized equipment, such proprietary analysis systems (e.g. Hunter et al., 2007). Few methods are entirely automated as some form of user input, for example manual addition or deletion of axons, is generally required to ensure accuracy. In fact, because of the inherent variability present in biological samples, manual confirmation of the results through the process of supervised segmentation is often desirable (Zimmerman et al., 1980; Auer, 1994).

Analyzing several sample areas from a nerve, rather than whole-nerve images, to obtain values representative of the entire nerve can introduce bias into the results. Because of their size, larger axons are more likely to intersect the edge of the sample area and be cut off, making the results biased toward smaller fibers (Larsen, 1998). As well, the size distribution of axons can vary in different parts of the nerve, with some areas having a higher percentage of large axons and other areas having a higher percentage of small axons (Saxod et al., 1985; Torch et al., 1989a). While these problems can be ameliorated by using more and larger sample areas, and appropriate sampling strategies, accuracy and effectiveness could be greatly improved by analyzing all axons within a nerve rather than extrapolating whole-nerve values from a limited number of sample areas (Saxod et al., 1985; Torch et al., 1989a).

Most work on segmentation of nerve images has focused on light microscope images (Dunn et al., 1975; Frykman et al., 1979; Ellis et al., 1980; Zimmerman et al., 1980; Usson et al., 1991; Auer, 1994; Mezin et al., 1994; Campadelli et al., 1999; Romero et al., 2000; Weyn et al., 2005; Urso-Biajardi and Grobelaar, 2006; Hunter et al., 2007) or, less commonly, transmission electron microscope (TEM) images (Vogt, 1996; Vogt and Trenkle, 1998; Jurus et al., 2010; Zhao et al., 2010). Light microscopy uses easily available low-cost equipment, while TEM is higher-cost and requires more specialized equipment but is capable of very high-resolution images (Bronson et al., 1978). Both these methods require samples to be cut into thin slices, which can be very difficult in large-diameter nerves. In addition, TEM imaging is only possible for samples of less than 3 mm in diameter, which would require large-diameter nerves to be divided into several smaller samples. A good alternative to light microscopy and TEM is the use of a scanning electron microscope (SEM). Unlike TEM imaging, which produces images by detecting electrons passed through the sample, SEM imaging produces images by detecting electrons bounced off the surface of the sample. This technique allows thicker sections to be imaged than either of the previous two methods and can therefore be used to effectively image larger-diameter nerves in which thin sections would be difficult to prepare without specialized equipment. It is also capable of imaging sample areas of several centimeters in diameter, eliminating the need to divide large-diameter nerve samples. While there have been a number of segmentation and analysis methods developed for light microscope and TEM images, to our knowledge, there has been no robust method developed to analyze whole-nerve images acquired using an SEM.

Our goal was to develop an efficient method for quantifying axon and myelin size distributions in an image of an entire nerve cross-section. We chose SEM imaging to enable examination of an entire nerve cross-section including those of nerves that are very large. For ease of use, we required that our algorithm be simple, intuitive, and not necessitate the use of proprietary software. To ensure accuracy and enable operator verification, we chose a supervised semi-automated method to segment axons and myelin in the SEM images, then used the resulting data to determine nerve fiber number, size, and myelination. In the remainder of this paper, we first present details of our method’s six main steps: image acquisition, image stitching, axon segmentation, myelin segmentation, quality control, and data output. We then demonstrate the method’s performance in analyzing a single rat fascicle and discuss its strengths and limitations.

2. Methods

2.1. Image acquisition

Following standard methods of sample preparation, we acquired sciatic nerve samples from a rat perfused with fixative containing 4% paraformaldehyde and 1% glutaraldehyde then further preserved the samples in the same fixative before staining them with osmium tetroxide and embedding them in plastic resin (More et al., 2010). A Bausch & Lomb 2100 Nanolab SEM imaged the embedded nerves at 1665× magnification to obtain 512×477 pixel images. The microscope scanned at 10 kV using a spot size of 7, the ‘normal’ resolution setting, and the backscatter detector. Prior to nerve imaging, we confirmed the accuracy of the microscope scalebar with a standard test sample of known size. Nerves had total diameters of approximately 1.75 mm, with fascicle diameters ranging from approximately 0.1 mm to approximately 1 mm. Due to instrument limitations, we could not acquire one single image of the entire nerve cross-section but instead scanned through the cross-section to obtain a set of overlapping sub-images with identical size and resolution. The amount of overlap on each side of each sub-image was approximately 12–20% of the sub-image size to allow sufficient overlap to align adjacent images and allow cropping.

2.2. Image stitching

SEM imaging produced a set of sub-images for each nerve cross-section which fit together in an overlapping grid-like fashion, with the approximate position of each sub-image known. The edges of the sub-images were cropped before further processing to remove presence of edge distortion. To combine the cropped sub-images into one image showing the entire nerve cross-section, we developed an algorithm which used normalized cross-correlation to align the sub-images and stitch them together into a single image (Fig. 1). While other studies have reported more sophisticated image stitching methods (Tasdizen et al., 2010; Vogt and Trenkle, 1998), we found that cross-correlation was simple, fast,
and accurate for our images. To accomplish this, each sub-image was compared to an overlapping section of the neighboring sub-image. This overlapping section was termed the template. The template was translated over the entire area of its neighboring sub-image, termed the target, with the position of the target remaining fixed. A normalized cross-correlation index describing the similarity of pixel values between the overlapping regions of the template and the target was calculated at each translation (Haralick and Shapiro, 1992; Lewis, 1995). We considered only translations, as the position of the sample was held fixed throughout the imaging process. The optimal position of the template with respect to the target was the position at which the normalized cross-correlation index was maximal. This optimal position was used to stitch the sub-images together so that there was the highest similarity possible between the overlapping regions. Mathematically, if \( I_0 \) and \( l_1 \) are the template and target, respectively, the normalized cross-correlation of these images as a function of their relative horizontal position \( u \) and vertical position \( v \) is given by:

\[
\text{Normalized cross-correlation}(u, v) = \frac{\sum_{x,y}(I_0(x - u, y - v)l_0(u, v))(l_1(x, y) - \bar{l}_1(u, v))}{\sum_{x,y}(l_0(x - u, y - v) - l_0(u, v))^2\sum_{x,y}(l_1(x, y) - l_1(u, v))^2}
\]

where \( l_0(u, v) \) and \( \bar{l}_1(u, v) \) are the mean pixel values of the template and target, respectively, over the overlap region and are expressed as a function of displacement position. The algorithm first aligned all sub-images in each row, then aligned the rows with each other to create the final image.

2.3. Axon segmentation

Stitched images showing entire nerve fascicles were identified and labeled using a combination of automatic and manual techniques, referred to as supervised segmentation. We manually cropped each stitched fascicle image to remove extraneous surrounding information and analyzed each fascicle individually to enable slight adjustments of parameter values such as thresholds. The steps of our algorithm are illustrated in Fig. 2.

Images of nerve cross-sections acquired using an SEM show axons as dark areas surrounded by a lighter ring of myelin, all on a grey background. These intensity characteristics can be used to automatically identify axons and myelin using a series of morphological operations to transform images. Morphological operations transform images by iteratively carrying out set operations (such as the union, intersection, or complement) between the image and a smaller geometric shape (such as a circle or square) known as a structuring element. The four basic morphological operations are dilation which expands light areas, erosion which shrinks light areas, opening which removes small light areas by performing erosion followed by dilation, and closing which removes small dark areas by performing dilation followed by erosion. Combinations of morphological operations are commonly used to identify particles in various types of applications, but comparatively few studies have focused on using these concepts to analyze nerve images (Torch et al., 1989b; Vogt, 1996; McCreey et al., 1997; Vogt and Trenkle, 1998; Romero et al., 2000; Hunter et al., 2007).

Morphological reconstructions transform images using a sequence of morphological and set operations. One image, denoted the marker, is dilated or eroded before being compared to the second image, denoted the mask. Areas present in both images are retained in the marker, whereas areas present only in one of the images are not. This process is repeated, with each successive dilation or erosion being compared to the mask, until there is no further change in the marker image. The typical structuring element for these procedures is a nine-element square which defines connectivity – the central element denotes a representative pixel of the image and the eight surrounding elements denote the eight
surrounding pixels. These eight elements can each have a value of either 1, meaning the respective pixel is considered connected to the center pixel, or 0, meaning the respective pixel is not considered connected to the center pixel. The two basic types of morphological reconstruction are morphological reconstruction by dilation in which the marker is dilated at each iteration, and morphological reconstruction by erosion in which the marker is eroded at each iteration.

Due to the system noise of the SEM, we observed scattered grey-level variations throughout the images. This noise was likely caused by a combination of factors including biological and chemical variability in the tissue, slight changes in electron emission and detection produced by electrical interference and thermal activity, and small differences in detector sensitivity. The noise decreased the clarity of the boundary between each axon and its surrounding myelin and reduced the uniformity of pixel values within these areas, effects detrimental for accurate segmentation.

To improve accuracy, we used a series of combined morphological operations and morphological reconstructions to de-noise the stitched image before segmentation (Fig. 2(a)) (Vincent, 1993). Our algorithm performed one morphological reconstruction by dilation using an eroded version of the original image as the marker and
the original image as the mask. It then dilated the resulting image and performed a second morphological reconstruction by dilation, using the complement of the dilated image as the marker and the complement of the first reconstruction as the mask. The complement of the result was the de-noised image. The overall result of this de-noising process was to remove small localized areas of higher or lower intensity (noise) and instead bring the intensities of these areas closer to that of the surrounding image. Image de-noising based on morphological reconstruction has the advantage of reducing noise while preserving edges in the image. This is unlike mask-based filtering methods, such as the commonly used Gaussian filter, which rely on convolution and can potentially smooth object edges making subsequent segmentation more difficult.

After reconstruction, our algorithm identified and labeled potential axons in the de-noised image. SEM cross-section images show axons as areas of dark grey (low intensity value) pixels and the surrounding myelin as lighter (high intensity value) pixels. The background area between the myelinated axons has a grey-level value between that of the axons and myelin. Our method set all grey-level values below a user-defined threshold to black and all grey-level values above this threshold to white, thus converting the greyscale image into a black and white image – known as a binary image – showing potential axons as black areas on a white background (Fig. 2(b)). The algorithm removed all white areas too small to represent myelin. It then inverted the image by taking its complement, so that the potential axons were shown as white areas (known as connected components) on a black background (Fig. 2(c)). With this method, our algorithm could identify the majority of axons. However, because the grey-level values of the axons and background can be similar, some background areas were mislabeled as potential axons. To reduce the mislabeling of connected components, we used prior knowledge of axon properties to add the following inclusion/exclusion rules:

a. Number of pixels in a connected component

Myelinated axons have a finite range of possible sizes – a connected component with size outside this user-defined range is not an axon, and therefore designated as part of the background (Fig. 2(d)).

b. Shape of a connected component

Axons generally have approximately round shapes, while background areas can have much more convoluted shapes. We measured the degree of roundness using the parameter $R = p/A$, where $p$ is the number of pixels on the perimeter of a connected component and $A$ is the total area in pixels of that component. With a user-defined upper limit of $R$ for axons above a given size, components with shapes closer to round have smaller $R$ values and are designated as axons, whereas components with more convoluted shapes have larger $R$ values and are designated as part of the background (Fig. 2(e)). Examples of axons with different sizes and relative $R$ values are shown in Fig. 3.

c. Average grey-level value of a connected component

Axons are generally shown as areas of dark grey (low intensity value) pixels in the SEM image, whereas background sections are generally shown as areas of lighter grey (higher intensity value) pixels. To refine the initial axon identification, which relied only on the grey-level values of individual pixels, we found the average grey-level value of each connected component and designated all components with an average value greater than a user-defined threshold as part of the background and all components with average grey-levels below this threshold as axons (Fig. 2(f)).

2.4. Myelin segmentation

Once the axons were identified, we used this information to identify the surrounding myelin (Fig. 2(j)). Starting from the geometric center of each identified axon, our method scanned for changes in image intensity along lines radiating outward. Myelin labeling along each scan line began when the radial outward scan line exited the labeled axon area, and terminated when a change in pixel grey-level from high to low, indicating the outer boundary of myelin, was detected. The length of the scanning line, defined by the user, was constrained to be within physiological limits to prevent labeling the myelin of other axons in the case of two myelin areas touching. Upon completion of one scan line, the angle of the scan was incremented and the scan repeated until all 360° of myelin surrounding one axon were scanned. Once this procedure was performed on all axons, morphological closing with a small structuring element was used to smooth and fill in any small gaps in the labeled myelin. A conceptually similar procedure has been previously proposed in the context of cardiac wall segmentation in ultrasound images, denoted as the star algorithm (Yao et al., 2004).

2.5. Quality control

To increase the usability of our method and visualize the computed results, we integrated our algorithms into a user interface which included the ability to input parameters, display the image, and manually correct segmentation results by adding or deleting labeled axons. Input parameters, along with their typical values, are shown in Table 1. Once the segmentation algorithm was complete, automatically segmented axon and myelin areas were colour-labeled for visibility and overlaid on the original image (Fig. 2(g) and (j)). This visualization step was critical to allow the user to evaluate the effectiveness of the chosen parameters and manually
Table 1
Algorithm input parameters for semi-automated segmentation, and their typical values. Axon binary threshold defines a threshold for grayscale to binary conversion, and is expressed as a percentage of the grayscale intensity range. Myelin area defines the minimum area of regions above threshold for potential myelin areas to be considered myelin rather than noise. Minimum and maximum axon diameters define the allowable size range of axon areas, expressed as the diameter of a circle with equivalent area to that of the axon. Axon major axis defines the maximum diameter across any part of the axon. Axon perimeter:area ratio defines the maximum allowable ratio value for axons having areas greater than the minimum size (Size to enforce p:A ratio) in which to enforce this criterion. Fraction of greyscale range to keep defines the fraction of potential axons to keep after sorting them by their average grey level. Angle to rotate defines the angle between adjacent radial search lines when implementing myelin identification using the star algorithm. Gradient at fiber boundary defines the minimum change in grey level between two adjacent pixels required to signal the edge of a myelin sheath. Total fiber diameter defines the maximum diameter across any part of the nerve fiber. Myelin thickness defines the maximum myelin thickness as a proportion of axon diameter. Structuring element radius defines the radius of the structuring element used in morphological closing to smooth the labeled myelin sheath.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Typical value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axon binary threshold</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>Myelin area (minimum)</td>
<td>1.2</td>
<td>µm²</td>
</tr>
<tr>
<td>Axon diameter (minimum)</td>
<td>1.0</td>
<td>µm</td>
</tr>
<tr>
<td>Axon diameter (maximum)</td>
<td>25</td>
<td>µm</td>
</tr>
<tr>
<td>Axon major axis (maximum)</td>
<td>25</td>
<td>µm</td>
</tr>
<tr>
<td>Axon perimeter:area ratio (maximum)</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>Size to enforce p:A ratio (minimum)</td>
<td>6.0</td>
<td>µm</td>
</tr>
<tr>
<td>Fraction of greyscale range to keep</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>Angle to rotate</td>
<td>π/120</td>
<td>radians</td>
</tr>
<tr>
<td>Gradient at fiber boundary (minimum)</td>
<td>35</td>
<td></td>
</tr>
<tr>
<td>Total fiber diameter (maximum)</td>
<td>30</td>
<td>µm</td>
</tr>
<tr>
<td>Myelin thickness (maximum)</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Structuring element radius</td>
<td>1</td>
<td>pixels</td>
</tr>
</tbody>
</table>

correct axon labels. We developed manual correction tools for the deletion and addition of axons – based on prior knowledge of axon appearance, the user manually deleted axons by identifying mislabeled areas (Fig. 2(h)), and manually added axons by tracing their outline with similar accuracy to the algorithm (Fig. 2(i)). Using our manual correction methods and user interface, we corrected the inevitable errors in automatic segmentation before finalizing data for statistical analysis.

2.6. Output

Upon completion, our method had quantified the location and size of all myelinated axons and their corresponding myelin sheaths. We used this information to calculate the size of each myelinated nerve fiber as the diameter of a circle with equivalent area to the sum of the corresponding axon and myelin areas (Fig. 2(k)). Equivalent circle diameter was chosen as a measure of nerve fiber size because, in addition to being the most accurate method (Karnes et al., 1977), diameter is directly correlated with physiological properties of axons such as conduction velocity (Gasser and Grundfest, 1939; Hursh, 1939; Rushton, 1951). Since diameter is a commonly used size measure (Karnes et al., 1977; Ellis et al., 1980) this also allowed us to compare our measurements to those found in other studies. As well, we used the quantified information to calculate the total number of myelinated nerve fibers and extremes of myelinated nerve fiber size.

2.7. Performance

To illustrate the performance of these methods, we report results from the supervised semi-automated analysis of one average-sized fascicle, approximately 0.5 mm in diameter, from one rat sciatic nerve. We compare the results obtained using our semi-automated method with those obtained using a completely manual method in which we manually traced the outline of each nerve fiber using a stylus and graphics tablet (Wacom Graphire 4, Wacom Co., Ltd., Saitama, Japan). The segmentation results are shown in Fig. 4, and performance metrics for each stage of analysis are given in Table 2. We implemented both semi-automated and manual methods in MATLAB (Mathworks, Natick MA) and performed all analyses on a PC with a 3.40 GHz Pentium D processor and 2GB of RAM. We manually deleted and added axons using a stylus and graphics tablet.

3. Results

To cover the entire fascicle, we collected 45 SEM images and stitched them together using our normalized cross-correlation algorithm (Fig. 4(a)). Of the 2010 axons ultimately identified in the fascicle (Fig. 4(b)), our automated axon segmentation algorithm correctly identified 84.3%, leaving 15.7% of axons unidentified – these false negatives were added using our manual correction tools. Of the 1963 potential axons initially identified by our automated axon segmentation algorithm, 13.4% were in fact background areas – these false positives were deleted using our manual correction tools. Our semi-automated method and the completely manual method identified 2010 axons and 2025 axons, respectively – a 0.5% difference.

After all axons had been identified, our automated myelin segmentation algorithm identified myelin surrounding 98.5% of the axons (Fig. 4(c)). The identified myelin was not always accurate, however. In cases where cracks appeared in the myelin, the algorithm ceased labeling at the crack. In cases where the boundary between myelin and background was indistinct, or where two
myelin sheaths touched, the algorithm often continued labeling past the outer myelin border. Myelin surrounding 1.5% of axons was not identified. The majority of these axons had convoluted shapes in which the geometric center did not fall within the labeled axon area. Myelinated nerve fibers are shown as the merging of labeled axon and myelin areas in Fig. 4(d), with a histogram illustrating myelinated nerve fiber size distribution shown in Fig. 5.

As the number of axons in an image can vary, we found it useful to express the speed of our algorithm steps on a per-axon basis in addition to reporting the overall speed of our method. Automatic identification of each potential axon by our algorithm took approximately 4 ms per axon, while manual deletion of one axon took approximately 3.2 s and manual addition took just over 7.4 s per axon. After axon identification, automatic myelin identification took approximately 22 ms per axon. The total time required to fully process the sample image was just under 1 h, including manual correction. Stitching the sub-images together comprised 0.3% of this time, manually cropping the fascicle comprised 5.9%,
automatic segmentation comprised 0.2%, and manual deletion and addition comprised 24.6% and 67.6%, respectively. Identification of myelin comprised the remaining 1.3% of segmentation time. Our supervised segmentation method was approximately 7.8 times faster than completely manual segmentation of the entire fascicle, reducing the time required for the analysis of all nerve fibers in the fascicle from over 7 h to under 1 h. After automatic stitching of sub-images and cropping, we estimate that the time needed to segment the entire nerve (approximately 4.5 times the area of the fascicle) would be approximately 4.5 times as long, taking roughly 4 h using our supervised segmentation method as compared to almost 32 h using manual segmentation methods.

4. Discussion

Our supervised segmentation method is efficient. With a 7.8-fold increase in speed over traditional manual segmentation methods as well as the ability to identify both axon and myelin characteristics in every axon of a nerve, it markedly reduces the time and effort needed to analyze SEM images of nerve cross sections. The quality control tools help users quickly identify and correct any errors made by the algorithm, as well as visually evaluate the accuracy of the results. Due to our algorithm’s ability to stitch together multiple SEM images into one larger image showing a whole nerve or fascicle cross-section, our method allows us to analyze an entire nerve or fascicle at one time. This eliminates the need to sample only a few regions of the nerve, reducing sampling error and producing more accurate data. While a time savings of over 27 h for small nerves (containing on the order of 10^5 axons) is quite substantial, we anticipate that the time savings for very large nerves (containing on the order of 10^5 axons) (More et al., 2010) will be even more impressive, potentially saving months of work.

One of the major advantages of our algorithm is its simplicity and ease of implementation. Methods of segmentation previously developed to analyze nerve images often use complex algorithms involving zonal graphs (Romero et al., 2000), clustering (Campadelli et al., 1999), and bit-plane analysis (Hunter et al., 2007). In contrast, our algorithm uses only basic morphological operators and reconstructions, making it highly customizable, computationally efficient, and easy to understand and execute in a wide range of software programs. Additionally, the input parameters for the automated portions of our algorithm are based on physiological properties, making them intuitive and our method easy to learn.

These factors allow almost anyone to employ our segmentation method without the investment of a large amount of time and money. Our method provides a straightforward workflow that most clinicians and researchers can use. While our method has a slightly longer analysis time than some others (Romero et al., 2000; Hunter et al., 2007), its use of SEM imaging and simplicity of implementation make it a worthy addition to existing methods of nerve segmentation.

Applying our method to a sample rat sciatic nerve produces results similar to those of other researchers. Our results demonstrate the classic bimodal distribution of myelinated fibers in peripheral nerves (Bronson et al., 1978), and the shape of our histogram (Fig. 5) is similar to that obtained in previous studies of the rat sciatic nerve (Schmalbruch, 1986). Although nerve fibers found by our algorithm are larger on average than those in other studies (Schmalbruch, 1986; Hunter et al., 2007), we attribute this to the nature of the sample used rather than to any error in our algorithm. The sample included several regions of large elongated axons, and because our method identifies and measures every axon in the nerve rather than several representative areas these outliers will tend to skew our distribution towards larger axon sizes. In fact, we view this as a strength of our method – rather than extrapolating from a limited sample set, as in most other studies, all axons, including those with noncircular or irregular shapes are identified. Our results predict a total of slightly more than 9100 axons in the rat sciatic nerve, which is within the range of axon numbers found in other studies (Schmalbruch, 1986).

Although our method is an improvement over existing methods, it is not without limitations. Our axon segmentation algorithm is very efficient and automatically identifies the majority of axons, but there are still quite a few false positives (background areas identified as axons) and false negatives (missed axons). This underscores the need for supervision of segmentation – the inherent variability in biological samples means that manual input, rather than a completely automated method, is required to get accurate results. Accurate tuning of parameters helps to reduce the total number of false positives and false negatives. It is important to note that the time required to re-analyze the image after each iterative adjustment is only 8 s, making parameter tuning a rapid process.

Our myelin segmentation algorithm is based on three assumptions: firstly that the thickness of myelin around each axon varies only within a small range, secondly that the myelin surrounding different axons does not touch each other, and thirdly that there are no cracks, clefts, or excessive noise in the myelin. However, these assumptions are not always true. In the first case, if the myelin thickness is very irregular the algorithm may underestimate the thickness of wider myelin areas. In the second case, if the myelin of different axons touches each other the algorithm may not detect the boundary between the two myelin areas and may fail to stop scanning, resulting in an overestimation of myelin area. In the third case, the algorithm may detect the myelin boundary too soon, resulting in an underestimation of myelin area. Setting a maximum myelin thickness helps solve the second problem, but makes the first problem worse. Similarly, raising the gradient threshold for detecting the edge of the myelin helps solve the third problem but makes the second problem worse. More sophisticated methods such as active contours (Fok et al., 1996) may help solve these problems and improve accuracy by growing a continuous smooth line outward from the axon perimeter and using criteria based on smoothness and thickness to detect when the outer myelin edge is reached.

Like most automated image segmentation methods, the performance of our method depends heavily on image quality. Due to variability in tissue characteristics, small but unavoidable differences in nerve processing between animals, and sample height differences in the SEM itself, images acquired from each nerve are slightly different. Differences in contrast between axons, myelin,
and background are the most common, and differences in noise level are also present. This variation requires manual adjustment of parameters for each image to achieve the highest accuracy, however each adjustment can be made very quickly due to our algorithm’s speed. A potentially productive future area of research is the development of an automated method to optimize parameter values using training data, for example a small manually segmented section of the nerve image.

In addition to our presented data on total nerve fiber size, other characteristics such as nerve fiber shape, spatial distribution of nerve fiber sizes throughout the fascicle and nerve, and the axon/myelin ratio are readily available for output from our method. These techniques therefore have the potential to be useful for a wide range of applications including studies of nerve structure, function, and response to injury. The high efficiency of our method enables the fast, accurate, and comprehensive study of nerves from humans and other large animals which are currently not feasible. Because whole-nerve analysis measures nerve characteristics directly, rather than approximating them from small sample areas, a more accurate description of the nerve fiber population within the nerve is possible and may allow the identification of subtle differences between specimens. This is especially useful for clinical and comparative studies, and may greatly enhance the understanding of nervous system organization and function.
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The Publisher regrets that in the above mentioned paper, the equation in Section 2.2 was incorrectly printed. The corrected equation is reproduced below.

Normalized cross-correlation \((u, v) = \frac{\sum_{x,y}(l_0(x - u, y - v) - \bar{l}_0(u, v))(l_1(x, y) - \bar{l}_1(u, v))}{\sqrt{\sum_{x,y}(l_0(x - u, y - v) - \bar{l}_0(u, v))^2 \sum_{x,y}(l_1(x, y) - \bar{l}_1(u, v))^2}}\)