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Abstract 
 
The commonly used odds-ratio in the public health and medical literatures is too often 
misinterpreted or represented in incomplete form.  Deriving the mathematics behind the 
odds-ratio, it is shown that if the odds-ratio is only partially represented, in its form of 
pure risk, it has almost zero utility in health policy and research.  The odds-ratio must be 
used cautiously and interpreted in a manner that properly represents research findings in 
order to avoid potentially false inference. 
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Introduction 

The odds-ratio is one of the most common forms of representing risk, but is too often not 

represented in a complete manner in both the top public health1,2 and medical3,4,5 

literatures.  This misrepresentation potentially leads to misinformed inference and public 

health policy.  Despite research showing how the odds-ratio must be transformed to 

properly assess risk,6,7,8 which is independent of the point below, little evidence of this 

transformation has emerged.  A recent paper9 has been instructive in showing the 

discrepancies between relative risk and the odds-ratio, but greater detail in the calculation 

of the odds-ratio aids in understanding the misrepresentations of risk using this measure. 

 The misrepresentation of risk is, admittedly, partially a misnomer.  The difficulty 

arises in the interpretation of relativity.  In order to understand the interpretation of 

relativity on the context of the odds-ratio, the mathematics behind the ratio need to be 

explored. 

 

The Mathematics of the Odds-Ratio 

The odds-ratio is calculated using the logistic function: 
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To simplify notation let Pr(Y = 1) = p and Pr(Y = 0) = 1 – p, )1,0(∈p , which allows the 

odds-ratio to be calculated: 

 



 3 

Odds-Ratio = ),0(
1

);exp(
))exp(1(1

))exp(1()exp(
1

∞∈
−

=
+

+
=

− p
pX

X
XX

p
p β

β
ββ . 

 

Taking the natural logarithm of this equation: 
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and the derivative to get the relationship between the estimated parameters and the odds-

ratio: 
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it is shown that the parameter, βi, represents the percentage change in the log-odds ratios 

from a unit change in one of the independent variables, xi.  The question, then, is whether 

a percentage change in the log-odds ratio translates into an equivalent, or equal, change in 

the probability. 

 The first step is to establish the relationship between the odds-ratio and the 

probability, p. 

 

Log-Odds = ln(p/(1 – p)) = ln(p) - ln(1/(1 – p)) 
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Therefore, the relationship between the odds-ratio and the probability, p, cannot be 

known a priori.  But, does a 10 percent change in the log-odds ratio tell us anything 

about the change in probability?  The short answer is yes, but in a very particular way.   

 

 Expanding on the term representing percentage change in the log odds-ratio: 
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where p1 and p2 are the two probabilities defining the change in the log-odds ratio.  

Recalling that: 
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it is shown that )exp(
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− and the usually reported odds-ratio in the medical 

literature is actually a ratio of two odds-ratios.   
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 Given a exp(βi), is there a unique probability?  Solving for P2: )exp(12 iPP β= .  

Because ),0()exp(,, 21 ∞∈iPP β  are all positive real numbers, for every exp(βi) and for 

any initial odds-ratio, P1, there exists another odds-ratio, P2.  And, because there are an 

infinite number of rational numbers between any two distinct real numbers, there are an 

infinite number of combinations of (P1, P2) that will satisfy )exp(12 iPP β= .   

 

 

Example: 

 

Suppose a) if exp(βi) = 10 and P1 = 10, then P2 = 100. 

Suppose b) if exp(βi) = 10 and P1 = 0.0001, then P2 = 0.001. 

 

Because the odds-ratio is increasing in p, the direction of change is correct, but there is no 

indication of magnitude, only relative change. 

 

In a) p1 = 0.000099 and p2 = 0.00099, therefore Δp = 0.089 percent. 

In b) p1 = 0. 909 and p2 = 0. 99, therefore Δp = 8.1 percent. 
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 Therefore, for a particular exp(βi) value, we can not only have two different 

probability changes, but two different probability changes that are different by two 

decimal places: one that has little change in probability and the other has (arguably) large 

change.  Moreover, this is true for every possible value of exp(βi).  The end result is that 

the relative changes in probabilities are exactly the same, as stated in statistics textbooks 

that cover the odds-ratio,10,11 but those relative changes say nothing for absolute change, 

which is very important in evaluating the effects of medical treatment.  In other words, 

though used in a technically correct manner, sometimes, the odds-ratio leaves much to be 

desired. 

 

Conclusion: Measuring Changes in Probability 

This short paper has shown that the odds-ratio, as commonly employed in medical and 

public health contexts, has the potential for giving misleading results.  As with any 

quantitative analysis, both the relative and absolute effects need to be accounted for to 

provide a complete interpretation.  The way to avoid this difficulty with the odds-ratio is 

to directly calculate the change in probabilities from a change in an independent 

variable.12  By performing this type of analysis the research is not only presented in a 

manner that assesses the relative effects of treatments on the probabilities, which are 

important, but also in a manner that reveals the actual magnitudes of those relative 

effects.  Only when both the relative and the absolute are taken into account is the 

assessment of risk properly represented. 
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