Fragmentation in the mechanical instability region
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By means of a cascade model calculation, it is shown that medium mass fragment production in proton-induced reactions very likely proceeds via the breakup of the residual nuclear system rather than coalescence. The reaction trajectory of the excited nuclear system is found to enter the mechanical instability region with $S/A \sim 0.4$, well below the average $S/A$ of 1.6–2.0 observed experimentally for heavy fragments in proton-induced reactions. We estimate the increase in entropy generated by passage through the mechanical instability region of nuclear matter by means of two simple models. The predicted final entropy is comparable to what is found experimentally.

I. INTRODUCTION

The NN interaction exhibits a short distance repulsion and a long distance attraction, which suggests that nuclear matter has a liquid-gas phase transition similar to that of a van der Waals fluid.1–6 The critical temperature and density estimated7–10 for the phase transition argue that it may be accessible experimentally. Indeed, analysis of two-particle correlation measurements for light fragments produced in intermediate energy heavy ion reactions shows11,12 that the reaction region sizes and temperatures are in the phase transition region at freezeout. Of course, whether one can speak of a discrete phase transition for the finite and probably inhomogeneous systems found in these heavy ion reactions remains to be seen.

Historically, one of the first experimental measurements which invoked the phase transition idea for its description was the mass yield curve observed in high energy proton-induced fragmentation.13–15 Unfortunately, there are several alternative descriptions16–21 of the mass yield curves, not all of which require the existence of a phase transition. Further, that part of the phase diagram through which it is hypothesized the reaction region passes in these experiments is the critical region, where, in fact, discontinuities associated with the phase transition should vanish. In an effort to search for an experimental variable which may show a discontinuity at the phase transition, we will concentrate on the mechanical instability region at low entropy or temperature.

We begin our study of this region in Sec. II with the derivation of the properties of the phase diagram from a zero-range Skyrme-type interaction. Although the equation of state we have chosen is different from some used previously, it will be demonstrated that the properties of the mechanical instability region are similar, giving one some hope that the predictions are stable against changes in parametrization.

One of the difficulties of the experimental signatures presented thus far has been the presence of at least one free parameter and some license in choosing the temperatures and densities assumed to be applicable in the reaction under investigation. We choose to avoid these problems by performing a numerical simulation of the reaction trajectory involved by using a simplified Boltzmann-Uehling-Uhlenbeck (BUU) model for proton-induced fragmentation at intermediate energies. In Sec. III the model is presented, tested, and used to investigate the reaction conditions. Using this technique, it is demonstrated that coalescence and condensation contributions to medium mass fragment production in this reaction are minimal and that fragmentation most likely involves the breakup of the cool residual nucleus.

The possibility that entropy can be used as a phase transition signature is examined in Sec. IV. The BUU simulation is used to predict the entropy in the absence of mechanical breakup or evaporation, and it is found to be small. Two simple models are then used to estimate the entropy production at the phase transition and it is shown that the entropy roughly triples during fragmentation. This prediction is then tested against experiment by means of an extended chemical equilibrium model which includes a prescription for including heavy fragments. Our conclusions are summarized in Sec. V.

II. EQUATION OF STATE

Our equation of state22 is derived from a zero-range Skyrme-type interaction,

$$V_{12} = \left\{ -t_0 + \frac{t_3}{6} \rho \right\} \delta(r_1 - r_2),$$

(2.1)

where $\rho$ is the density at $(r_1 + r_2)/2$. The single nucleon energies in nuclear matter are given by the finite-temperature Hartree-Fock approximation

$$\epsilon_0 = \frac{\rho^2}{2m} + \epsilon_0,$$

(2.2)

where the interaction energy $\epsilon_0$ is

$$\epsilon_0 = -2\sigma \rho + 3\sigma_3 \rho^2,$$

(2.3)

and $\sigma_0 = \frac{1}{3}t_0$, $\sigma_3 = \frac{1}{6}t_3$. 
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The occupation probability for a level with energy \( \epsilon_k \) is given by the Fermi-Dirac distribution

\[
f(\epsilon_k) = \frac{1}{e^{(\epsilon_k - \mu)/T} + 1}.
\]

(2.4)

The chemical potential \( \mu \) is determined by the constraint that the sum of the occupation probabilities is equal to the number of nucleons \( A \); that is,

\[
A = g_{S,I} \sum_k f(\epsilon_k),
\]

(2.5)

where the spin-isospin degeneracy factor \( g_{S,I} \) is 4. It is assumed that \( N = Z \). This sum is approximated by the integral

\[
A \approx \int_0^\infty d\epsilon \varrho(\epsilon)f(\epsilon),
\]

(2.6)

where the density of states is

\[
\varrho(\epsilon) = \frac{V}{\pi^2} \left( \frac{2m}{\hbar^2} \right)^{3/2} (\epsilon - \epsilon_0)^{1/2},
\]

(2.7)

and the volume \( V \) is \( A/\rho \). The equation of state \( P(\rho,T) \) is given by

\[
P = P_{\text{kin}} + P_{\text{int}},
\]

(2.8)

where the kinetic pressure and the interaction pressure are

\[
P_{\text{kin}} = -\frac{T}{V} \int_0^\infty d\epsilon \varrho(\epsilon)\ln(1 - f(\epsilon)),
\]

(2.9)

\[
P_{\text{int}} = -\alpha \rho^2 + 2z_0 \rho^3,
\]

(2.10)

and \( z \) is the grand partition function for independent fermions. The energy is

\[
E = E_{\text{kin}} + E_{\text{int}},
\]

(2.11)

where

\[
E_{\text{kin}} = \sum_k \frac{\hbar^2 k^2}{2m} = \sum_k (\epsilon_k - \epsilon_0)
\]

\[
= \int_0^\infty d\epsilon \varrho(\epsilon)f(\epsilon)(\epsilon - \epsilon_0),
\]

(2.12)

\[
E_{\text{int}} = \int_0^\infty d\epsilon \varrho(\epsilon)[f(\epsilon)\ln f(\epsilon)
\]

\[
+ [1 - f(\epsilon)]\ln[1 - f(\epsilon)]\] .

(2.13)

The entropy is

\[
S = -\int_0^\infty d\epsilon \varrho(\epsilon)f(\epsilon)\ln f(\epsilon)
\]

\[
+ [1 - f(\epsilon)]\ln[1 - f(\epsilon)] .
\]

(2.14)

It is instructive to separate the chemical potential into components

\[
\mu = \mu_{\text{kin}} + \mu_{\text{int}},
\]

(2.15)

where \( \mu_{\text{int}} = \epsilon_0 \). As is well known, when the temperature is zero, the integrals above can be evaluated analytically, with the result that

\[
\mu_{\text{kin}} = \epsilon_F = \left( \frac{\hbar^2}{2m} \right) \left( \frac{2\pi^2 \rho}{3} \right)^{2/3},
\]

(2.16)

\[
P_{\text{kin}} = \frac{1}{3} \rho \epsilon_F,
\]

(2.17)

\[
E_{\text{kin}} = \frac{1}{3} \rho \epsilon_F A,
\]

(2.18)

where \( \epsilon_F \) is the Fermi energy.

The constants in the interaction are chosen as \( t_0 = 782 \text{ MeV fm}^{-3} \) and \( t_1 = 10666 \text{ MeV fm}^{-6} \). Then the ground state properties are \( \rho_0 = 0.15 \text{ fm}^{-3} \), \( E_0/A = -7.8 \text{ MeV} \), and the compressibility \( K = 229 \text{ MeV} \). These numbers simulate the properties of a finite nucleus.

For finite temperatures, the integrals are evaluated numerically with 3000 bins. The upper limit of integration is replaced by \( \epsilon_{\text{max}} \), where

\[
\epsilon_{\text{max}} = \epsilon_F + \epsilon_0 + 15T .
\]

(2.19)

The equation of state \( P(\rho,T) \) is shown in Fig. 1. There is a critical point at \( T_c = 15.3 \text{ MeV} \) and \( \rho_c/\rho_0 = 0.415 \). The entropy per nucleon at the critical point is 2.5. Other authors, using different equations of state, also find \( S_c/A = 2.5 \). For \( T < T_c \), Fig. 1 displays the characteristic van der Waals behavior, which typifies a liquid-gas phase transition.

The phase diagram in Fig. 2 is constructed from the equation of state \( P(\rho,T) \). The Maxwell construction is used to define the liquid-gas coexistence (LGC) curve. The constraint \( (\partial P/\partial \rho)_{\nu} = 0 \) determines the isothermal spinodal (ITS) curve, whereas the constraint \( (\partial P/\partial \rho)_{\nu} = 0 \) defines the incompressible spinodal (IES) curve. The stable liquid and gas phases are to the right and left, respectively, of the LGC curve. The metastable phases lie between the LGC and ITS curves. If nuclear matter ex-
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pands slowly at constant temperature, then the mechanically unstable phase is within the ITS curve. However, if the expansion occurs at constant entropy, then the mechanically unstable region is inside the IES curve. Observe that the peak in the IES is far below that of the ITS. Isentropes with $S/A$ ranging from 0.5 to 4.0 are the dashed lines in Fig. 2. The state of maximum entropy on the IES curve has $S/A = 1.98$. If adiabatically expanding matter has $S/A > 1.98$, then it will not enter the region of mechanical instability.

In summary, we find that even though we have used a different equation of state than many used previously, the properties of nuclear matter in the phase transition region are found to be similar.

III. NUMERICAL SIMULATION OF THE REACTION

To investigate the reaction path followed in an intermediate energy proton-induced reaction, we make use of a simplified Boltzmann-Uehling-Uhlenbeck model. For other approaches to the time evolution of proton- and heavy-ion-induced reactions, see Refs. 26–29.) Target nucleons are placed in a spatially fixed spherical step function potential well and their collisions with each other and with the projectile (as well as with their elastic collisions with the wall of the potential well) are followed using classical mechanics. The justification for using a spatially fixed well is that (i) we are principally interested in the thermalization process and so the reaction is followed for less than $10^{-22}$ sec, of the order of the transit time of the projectile. Hence (ii) for the $p+(A=100)$ reaction considered here, even when the projectile is completely absorbed by the target, the velocity of the target is so slow that it has moved much less than a Fermi during this time frame.

A simplified approach is also taken to Pauli blocking. As will be emphasized below, unlike a heavy ion reaction, the nucleon multiplicity in an intermediate energy proton-induced reaction is observed (and predicted here) to be very low. Hence, the occupancy of the target energy levels remains near unity during the projectile's transit. Our prescription for Pauli blocking is that any collision which results in a nucleon being scattered into a state below the Fermi surface is blocked. These two simplifications only limit the usefulness of the code at long times ($>10^{-21}$ sec).

The nucleon-nucleon cross sections are taken to have the energy dependence

$$\sigma_{pp} = 13.2 k^2,$$

$$\sigma_{pn} = 42.5 k^2,$$ (3.1)

at low energies and

$$\sigma_{nn} = 2.2 \text{ fm}^2,$$

$$\sigma_{nn} = 3.4 \text{ fm}^2$$ (3.2)

at high energies, where $k = \hbar / \rho$ and $\rho$ is the laboratory momentum. Half of the pn scatterings are taken to result in charge exchange. The cross sections are assumed to be isotropic in the center of mass frame. Since pion production is not important at these energies for the quantities in which we are interested, it is neglected.

We first examine a few of the predictions of the code which can be compared to experiment. Shown in Fig. 3 is the distribution in momentum space of the nucleons which have been knocked out of the target. Bound nucleons are not included in this plot. Illustrated is an impact parameter averaged 300 MeV $p+(A=100)$ collision. The density has units of the number of particles per $(50 \text{ MeV/c})^3$ bin. The momentum distribution has been sam-
plied at $8 \times 10^{-23}$ sec. One sees that the familiar semicircular shape (for contours of constant momentum density) found in the analysis of the data is reproduced by the simulation, as is the appearance of a quasielastic peak. Further, the origin of the semicircles on the $p_\perp$ axis increases with decreasing density, as is observed experimentally.

Even though the model has predicted a thermal (i.e., exponential) spectrum for the emitted nucleons, one should not assume that there is, in fact, thermal equilibrium. By equilibrium, we mean whether the time between nucleon collisions is short compared to the expansion time of the nucleon gas. To answer this question, it is instructive to examine the spatial densities associated with the free nucleons knocked out of the target. These are shown in Fig. 4 for a central 300 MeV $p+ (Z = N = 50)$ collision. The top part of the figure shows the spatial densities $4 \times 10^{-23}$ sec after the projectile has entered the target (from the left). At this time, the projectile is about half way through the target. The bottom part of the figure shows the densities after transit; the probability density associated with the projectile appears on the far right. Clearly, the densities at this point are very low, typically $\frac{1}{30} \rho_0$. Such low densities imply a long collision time, and the system is out of thermal equilibrium. It is also worth mentioning that the nucleon gas is far from being spatially uniform.

We expect, then, that the collision rate is low in proton-induced reactions. This is illustrated in Fig. 5, again for central 300 MeV $p+ (Z = N = 50)$ collisions. Scatterings which involve only nucleons below the Fermi surface are omitted in this figure. One can see that the collision rate climbs as the projectile passes through the target, but drops rapidly as it leaves. Further, even at the peak, many of the collisions are Pauli-blocked, as is indicated by the shaded region. Hence, the reaction appears to be more like sequential scattering of the projectile than thermal equilibrium in a nucleon gas.

![FIG. 4. Model prediction for spatial densities (in units of $\rho_0$) in a central 300 MeV $p+ (Z = N = 50)$ collision. The densities are shown $4 \times 10^{-23}$ and $8 \times 10^{-23}$ sec after the projectile has entered from the left. As in Fig. 3, only those nucleons with enough energy to escape the target are included.](image1)

![FIG. 5. Time dependence of the NN collision rate predicted for a central 300 MeV $p+ (N = Z = 50)$ reaction. Collisions solely among target nucleons in the Fermi sea are neglected. Those collisions which are Pauli-blocked are indicated by the shaded region.](image2)

![FIG. 6. Time dependence of the ratio of unbound neutrons to protons predicted for the 100 MeV $p+ (N = Z = 50)$ reaction with impact parameter averaging. Chemical equilibrium is not achieved.](image3)
One already knows from the experimentally measured\(^\text{30}\) \((p,n)/(n,p)\) ratio that chemical equilibrium among the nucleons is also not established.\(^\text{31}\) This ratio, after unfolding \(N/Z\) effects associated with the target, is typically found to be \(\sim \frac{1}{2}\), far from unity as expected at chemical equilibrium. The model predicts a similar value, as can be seen from Fig. 6.

In summary, the reason for the low collision rate is the low multiplicity and Pauli blocking. Is it possible that a subset of the collisions actually has a high enough nucleon multiplicity to achieve thermal and chemical equilibrium? The model predicts that this is unlikely. Shown in Fig. 7 is the multiplicity distribution predicted for central collisions in the 300 MeV \(p+A = 100\) reaction. One can see that, even for central collisions, the nucleon multiplicity falls off very rapidly above 6. For peripheral collisions, of course, the multiplicity will be even lower.

IV. FRAGMENTATION

In the preceding section we concentrated on developing a numerical simulation that described intermediate energy proton-induced reactions. We now wish to use that simulation to determine a scenario for fragment formation. Several potential contributing mechanisms for fragmentation in heavy-ion- and proton-induced reactions have been proposed, and the simulation can be used to help fix the limits of their applicability above.

One possible contribution is from the condensation [or coalescence (Refs. 32 and 33)] of the nucleon gas produced in the reaction. However, the low multiplicity of this gas suggests that outside of perhaps very light fragments, few composites could be formed. In particular, if one examines the multiplicity distribution for \(m > 6\), one sees that even for a central collision the dropoff is very rapid, having a power law dependence of \(m^{-3}\). In contrast, the yield of medium mass fragments falls much more slow,\(^\text{34}\) like \(m^{-3}\) or \(m^{-4}\). Hence, there are unlikely to be enough nucleons free to condense into mass 10–20 fragments.

The model shows that nucleon and medium mass fragment emission very likely have different origins in this reaction. Hence, information derived from mass yield curves must be handled with some care. For example, a proposal\(^\text{35}\) has been made in heavy ion reactions that the difference between the entropies extracted from very light versus medium mass fragments may be attributable to the liquid-gas phase transition. Such a difference in entropies is also observed in proton-induced reactions. Here, however, we find that nucleons and light mass fragments will have a strong contribution from simple knockouts\(^\text{36}\) (particularly once impact parameter averaging is taken into account), hence increasing their apparent entropy with respect to medium mass fragments. This knockout contribution, rather than the phase transition, is probably the origin of the entropy difference here. Of course, if one could reliably subtract the knockout contribution, one might still be left with a discrepancy, but our calculations are not yet accurate enough to do that.

Our conclusion, then, is that the most likely source of fragmentation is the breakup of the residual system.\(^\text{37}\) One could imagine that this might proceed through the mechanical instability region\(^\text{6}\) if the excitation energy is high enough, or through the more conventional evaporation mechanism at lower excitation energy.\(^\text{37}\)

The simulation can be used to determine whether the mechanical instability region can be reached. It is straightforward to calculate the entropy in these simulations via a numerical integration of Eq. (2.14). We calculate only the entropy of the residual nucleus, not the system as a whole. This simplifies the integration of Eq. (2.14): The spatial volume integral is trivial since the nucleons are spread uniformly throughout the target. The distributions \(f(\varepsilon)\) are determined by averaging over many events at a given impact parameter. Because of the finite number of events, there will be some fluctuation in \(f(\varepsilon)\) about its mean for a given energy bin. This, in turn, generates what might be called numerical entropy. One can suppress these fluctuations by making the size of the energy bins larger, but again numerical entropy will be produced when \(f(\varepsilon)\) changes too rapidly with energy (such as it does near the Fermi energy) resulting in the average \(f(\varepsilon)\) deviating too far from the real distribution. In any event, we choose a sufficient number of events to keep the numerical specific entropy to less than 0.1. To find an excitation energy \(E^*\) in the model the energies of the nucleons in the excited residual nucleus are compared to the energies of the nucleons in their ground state.

The locus of \(E^*/A\) vs \(S/A\) predicted for a central collision at two different bombarding energies (for which ex-
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FIG. 8. Isothermal spinodal (ITS), isentropic spinodal (IES), and liquid-gas coexistence (LGC) curve shown as a function of excitation energy and entropy per nucleon. The reaction trajectories for the excited nuclear system predicted by the cascade model for 200 and 500 MeV p+(N=Z=50) central collisions are shown by the dashed lines.

FIG. 9. Excitation energy per nucleon as a function of density along the isentropic spinodal found from the equation of state. Sample values of the specific entropy are indicated on the curve.

Experimental data are available) is shown in Fig. 8. The system moves into the metastable region easily and just reaches the unstable region delimited by the isentropic spinodal curve. Most, but not all, impact parameters allow the trajectory to pass reasonably close to the unstable region. Because we are restricting our attention to the breakup of the target nucleus [in evaluating (2.14)] we find that the entropy increases as nucleons are knocked into their excited states, and then decreases as they "evaporate" and the residual nucleus returns to its ground state. If the total entropy were plotted in Fig. 8 instead of that of the residual system, it would tend to a constant rather than returning to zero.

The actual test of passage through the phase transition region is the calculation of the increase in entropy. First, from Fig. 8 we will take the point at which the system enters the mechanical instability region to have $S/A = 0.4$. The corresponding excitation energy is 1.5 to 2 MeV per nucleon. As can be seen from Fig. 9, the density at the mechanical instability is about $\frac{3}{4} \rho_0$.

There will be several contributions to the entropy after fragmentation: entropy associated with the motion of the fragments themselves, entropy associated with their surfaces at finite temperature, and entropy associated with the internal motion of the nucleons. To evaluate these, a prediction for the fragment mass distribution is required. (For further work on this problem, see Refs. 37–42.) Since the equation of state contains no reference to surfaces, we must make further assumptions. We present two calculations in the subsections which follow.

A. Fluid model

We first obtain an estimate of the increase in bulk entropy for our equation of state by following a prescription suggested by Lopez and Siemens. (See also Ref. 35.)

During the fragmentation they assumed that the energy density and the number density are invariant, so that

$$E = \alpha E_x + (1 - \alpha) E_f,$$

$$\frac{1}{\rho} = \frac{\alpha}{\rho_x} + \frac{1 - \alpha}{\rho_f}.$$  \hspace{1cm} (4.1)

(4.2)

The intersection of the appropriate isentrope with the IES curve determines $E$ and $\rho$, as well as an initial temperature $T_f$. The gas mass fraction is $\alpha$. If the final temperature of the mixture is $T_f$, then the Maxwell construction determines the properties of the coexisting liquid and gas phases, i.e., $\rho_l, \rho_g, E_l, E_g, S_l, S_g$. The two constraints, (4.1) and (4.2), are satisfied by numerically searching for the appropriate values of the two free parameters $\alpha$ and $T_f$. The volume entropy of the stable mixture is

$$S_f = \alpha S_x + (1 - \alpha) S_f.$$  \hspace{1cm} (4.3)

Figure 10 shows the final entropy $S_f$ and the change in entropy $\Delta S = S_f - S_0$ vs the initial entropy $S_0$. Figure 11 depicts the initial temperature $T_f$ and the final temperature $T_f$ vs the initial entropy $S_0$. These figures resemble those of Lopez and Siemens, even though our equations of state are different. For an initial entropy of 0.4, the predicted change in entropy at the IES is 0.3.

Without a prediction for the mass distribution, we can only estimate the surface contribution. In Ref. 44, the surface entropy per unit area (\( \equiv \sigma \)) for a $Z=N$ surface is calculated to be $6 \times 10^{-2} \text{ fm}^{-2}$ at $T = 5$ MeV (similar to the parametrization adopted in Ref. 22). For fragments in the mass 5–15 range, this calculation liberally could be interpreted as implying that $\Delta S/A$ from the surfaces is of the order 0.6–0.4. However, in the Fisher droplet model\(^45\) there is a second contribution from the closing of the surfaces which will partially cancel this. If one were to calculate this contribution to $S/A$ of the whole system of nearly 100 nucleons, the result would be substantially

...
The contribution of the kinetic motion of the nuclear droplets (not the nucleon gas) is found to be of a similar magnitude. Since the multiplicity of medium mass droplets is not large (experimentally), one can use the Sackur-Tetrode formula for the entropy per droplet, $S$ (not per nucleon)

$$S = -\frac{\mu}{T} + 2.5,$$

where $\mu$ is the chemical potential associated with the droplet. Since $\mu/T$ is negative, then for mass (5–15) droplets $S/A$ must be at least 0.5–0.16.

In Fisher's droplet model, the bulk entropy, surface entropy, and kinetic entropy of the droplets are additive. Consequently, we would expect from this estimates that the increase in entropy per nucleon for medium mass fragments generated at the IES should be in the range 0.5–2.

---

**Chemical equilibrium model**

A model which allows us to make a definitive prediction is to assume chemical equilibrium among all the products at breakup. Two parameters will be involved, $T$ and $\mu$, and these can be fixed by imposing the same constraints as were used in the preceding section to determine the bulk entropy, namely, that nucleon number density and energy density be conserved at the IES.

Because very heavy fragments must be included in our entropy calculation, the chemical equilibrium model used previously in analyzing mass yield data must be extended. The details of our calculation are as follows:

(i) For nuclei with mass less than 17, the first 15 states are explicitly included for each nuclide. This energy cut was used since the temperatures found from the particle yields are typically 3 MeV or less.

(ii) For masses greater than 16, a fit was made to the density of states, including their spin. It was found that the following parametrization provided an approximate fit to the densities:

$$D(\epsilon) = \alpha \exp(\beta \epsilon),$$

where

$$\alpha = 0.204 A + 1.20 \text{ MeV}^{-1},$$

$$\beta = 0.0057 A + 0.603 \text{ MeV}^{-1}.$$  

These formulas were obtained by averaging over a wide range of $A$. Specific nuclei may have densities very different from what (4.6) would predict. Hence while the formulas may be useful for estimating the summed yield and associated entropy of heavy fragments, they will not be valid for specific nuclei or narrow mass ranges. The occupation distributions for each state are then determined by $\mu_N$ and $T$, where $\mu_N$ is the chemical potential per nucleon, defined such that

$$f(\epsilon) = \exp[(\mu_N - \Delta - E)/T],$$

where $\Delta$ is the mass excess. One could then integrate Eq. (2.14) to obtain the entropy associated with each level. In fact, this is unnecessary since the $f$'s turn out to be sufficiently small that Eq. (2.14) can be replaced by the approximation

$$S = -(\mu_N - \Delta)/T + \frac{5}{2}.$$  

To the accuracy quoted here, this replacement is even valid for nucleons. The states are then summed over with their appropriate occupancy (up to mass 100) to obtain $S/A$ for the entire system. For $S/A = 0.4$ and $E^*/A = 1.75$ MeV initially, the model yields $\mu_N/T = -1.1$, $T = 3.4$ MeV, and a final $S/A$ of 1.65. This increase in entropy is in the range expected on the basis of the fluid model calculation.

The chemical equilibrium code can also be used for experimental analysis. The only extra ingredient is the inclusion of the decay chains for nuclei of mass 16 or less. The decay channels were taken from Ref. 47 for those states included in the code, where available. One could in-
include a prescription for decays of states at excitation energy, as has been suggested for the analysis of heavy ion reactions, but again, this is not likely to make a significant difference for the low temperatures found here. Analyzing the 500 MeV p + Ag medium mass fragment yields, we find \( \mu_{3}/T = -1.12, T = 2.8 \) MeV, and, from the absolute normalization, \( V = 3500 \text{ fm}^3 \). This latter quantity corresponds to a freezeout density of \( \sim \frac{1}{2} \rho_0 \), although the error on the volume is considerable (e.g., a volume of 2600 fm\(^3\) gives only a slightly worse fit). The specific entropy is calculated to be 1.6, in agreement with the prediction. The entropy extracted here from the data is lower than that found previously because of the presence of the higher masses in the code. The overall form of the mass yield for these values of \( T \) and \( \mu \) is shown in Fig. 12.

V. SUMMARY

Using a simplified Boltzmann-Uehling-Uhlenbeck model, we have performed a computer simulation of an intermediate energy proton-induced reaction. The simulation confirms the experimental observation of low nucleon multiplicity and shows that the nucleon emission involves multiple scatterings of the projectile but few rescatterings of the secondaries. Medium mass fragment emission must then arise from, for example, statistical emission or mechanical breakup of the residual system. Taking the latter approach, we have mapped out the mechanical instability region of the phase diagram generated from a zero-range Skyrme-type interaction. The numerical simulation indicates that the isentropic spinodal is reached by the residual system. Two simple models are used to calculate the increase in the entropy at the isentropic spinodal. The first, using simple fluid arguments, gives only a range of values, but the second, assuming chemical equilibrium for an ideal gas, predicts an increase in the entropy which is in accord with what is observed experimentally.
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