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ABSTRACT 

Although video annotation software is no longer considered as a 
new innovation, its application in promoting student self-regulated 
learning and reflection skills has only begun to emerge in the re-
search literature. Advances in text and video analytics provide the 
capability of investigating students’ use of the tool and the psy-
chometrics and linguistic processes evident in their written anno-
tations. This paper reports on a study exploring students’ use of a 
video annotation tool when two different instructional approaches 
were deployed – graded and non-graded self-reflection annota-
tions within two courses in the performing arts. In addition to 
counts and temporal locations of self-reflections, the Linguistic 
Inquiry and Word Counts (LIWC) framework was used for the ex-
traction of variables indicative of the linguistic and psychological 
processes associated with self-reflection annotations of videos. 
The results indicate that students in the course with graded self-
reflections adopted more linguistic and psychological related pro-
cesses in comparison to the course with non-graded self-
reflections. In general, the effect size of the graded reflections was 
lower for students who took both courses in parallel. Consistent 
with prior research, the study identified that students tend to make 
the majority of their self-reflection annotations early in the video 
time line. The paper also provides several suggestions for future 
research to better understand the application of video annotations 
in facilitating student learning.  

Categories and Subject Descriptors 
J.1 [Administrative Data Processing] Education; K.3.1 [Computer 
Uses in Education] Computer-assisted instruction (CAI) 

General Terms 
Algorithms, Measurement, Human Factors 

Keywords 
Learning analytics, self-reflections, text analysis, metacognition 

1. INTRODUCTION 
Video technologies have been well adopted across multiple disci-
plines such as medical education [18], teacher education [7], and 
the performing arts [10, 22] primarily with the goal of supporting 
and developing students’ meta-cognitive capacity. Commonly, 
these technologies are deployed in the education context to pro-
vide opportunity for students to reflect on and monitor their learn-
ing of new practical skills. This instructional strategy of asking 
students to review video recordings of their presentations, perfor-

mances, or interactions with others allows students to critically re-
flect on their skills. In so doing, students indicate what they be-
lieve they have mastered as well as identifying the possible areas 
for improvement or to establish future learning goals [18]. The in-
troduction of video annotation software as a core part of the learn-
ing design has been argued to develop self-directed learning skills 
[11]. These captured and shared time specific annotations provide 
opportunity for individual reflection, instructor feedback and so-
cial learning with peers. Given the nature and deployment of these 
technologies, user interactions can be extensively captured for 
post-hoc analyses. Despite the growth in video annotations and 
the user interaction logs that these tools collect, the majority of re-
search on the use of videos for self-reflection have tended to rely 
on self-reports [1, 7, 8, 18, 26]. While these reports provide valu-
able insights into the role of video and self-reflection for improv-
ing meta-cognitive skills, there is insufficient evidence to deter-
mine precisely when, how and to what extent video and video an-
notations are most effective for developing meta-cognitive skills. 
In particular, it is challenging to capture objective data on the stu-
dents’ use of annotation software and analyse students’ psycho-
logical and linguistic processes due to the vast amount of text 
[35]. As such, new analytical methods are required that can pro-
vide new insights into the role video annotations play in develop-
ing student self-reflection.  

To date, there is limited research that incorporates automated lin-
guistic and psychometric analysis methods for examining stu-
dents’ self-reflections when using video annotation software in 
courses with different pedagogical approaches, such as graded and 
non-graded reflections. Hence, this study uses the Linguistic In-
quiry and Word Count (LIWC) framework [35] to investigate the 
type and frequency of psychological and linguistic terms most 
frequently observed when reflective assessments using video an-
notation software are graded compared to when they are optional 
and non-graded. Patterns in the number of annotations students 
make and their temporal location in the recorded videos are also 
explored.   

2. BACKGROUND 
2.1 Video-based Annotation Technologies 
Video annotation software for streaming educational media is not 
a novel technology, with the tool being available for over a decade 
in various forms. One of the earlier prototypes, the web-based Mi-
crosoft Research Annotation System (MRAS), provided the basic 
functionality for students to view streaming video and annotate 
time-stamped notes that are then available for future retrieval [1].  
The MRAS software highlighted the potential for moving video 
from a passive medium to a more collaborative learning resource. 
However, the complexity for adoption and integration lay in how 
users would embrace such a change in practice where the use of 
annotations has traditionally been embedded in a pen and paper 
paradigm. Studies comparing the use of MRAS with traditional 
pen and paper note-taking in a live lecture showed both a prefer-
ence for the use of the annotation software and a greater number 
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of annotations were made when using the tool.  

Since the founding conception of video annotation software, there 
have been numerous developments and feature inclusions. For ex-
ample, while the Media Annotation Tool (MAT) provided similar 
features to the MRAS, it also has the capacity to automatically 
generate an annotative learning cycle that consists of the initial 
notes, comments from peers, concluding notes, teacher feedback, 
and final reflections [8]. Pilot study results from interviews and 
surveys with teacher education students using MAT suggested 
that the video annotations were effective in aiding student learn-
ing. The authors noted that peer and instructor feedback on the 
video were the most valued area of the annotative learning cycle. 
However, the study did not provide any data related to the analy-
sis of the types of reflections made - student, peer, or instructor 
[7]. Similarly, a study of medical students use of video annotation 
software, Digital Video Digital University (DiViDu), indicated 
that 90% of the participants felt that reviewing and reflecting on 
recordings of their simulated patient consultations made them 
aware of areas requiring further improvement [18]. Again, direct 
analysis of the types of annotations made and how these contrib-
uted to student learning was lacking. However, these studies and 
many others do point to the value these previously passive tech-
nologies can now bring to the learning process for improving stu-
dent engagement and self-reflection, bounded within a more so-
cial context. 

While most studies on the use of video annotation software gath-
ered data from students’ self-reports [1, 7, 8, 18, 26], few have 
leveraged trace data about students’ use of the software and ap-
plied analytics to understand students’ interaction with the tech-
nology. Previous studies on lecture video recordings have shown 
that trace data from log reports can objectively reveal patterns in 
students’ access of recordings over a semester [3, 32] and, when 
aggregated with assessment scores, whether viewing the video 
lectures has any pedagogical impact [28]. Furthermore, a study 
using text mining techniques to analyse students’ chat messages in 
a live video streaming environment, provides an alternative ap-
proach to traditional qualitative labour-intensive content analysis 
[17].   

With advancements in text and data mining techniques uncovering 
the copious amount of logged information in lecture video record-
ings, research on video annotation tools are moving towards the 
use of similar analytical strategies. A study investigating students’ 
note-taking behaviours of lecture videos using a video annotation 
software called Interactive Shared Education Environment 
(ISEE), analyzed logged data to discover patterns in the length 
and frequency of the notes [29]. The analytics revealed that stu-
dents who used the annotation feature in ISEE had fewer words 
per note than their peers using traditional methods. While these 
findings differ to the earlier study on MRAS, the authors conclud-
ed that the use of ISEE enables better note taking with fewer 
words as the software reduces the non-learning cognitive load that 
is associated with the traditional modes of note taking. Interesting-
ly, the authors also observed that both groups of students had a 
higher number of notes clustered in the first third of the video.  

2.2 Issues in Educational Technology Use  
The use of educational technology by learners is driven by indi-
vidual differences (e.g., motivation) and instructional factors. Not 
only is the use of technology expected by today’s students [16], 
but research also indicates that the use of technology is positively 
associated with student engagement and enhanced learning out-
comes [5]. However, despite the expectations and educational 
benefits associated with technology, a common finding of several 

empirical studies – mainly conducted in blended learning contexts 
(i.e., mix of online and face-to-face) – is that a majority (over 
60%) of learners can be classified as limited users of the offered 
educational technology. This trends holds even when the instruc-
tional design is well-informed by the available evidence regarding 
the benefits of the employed technology [25]. Such usage patterns 
of educational technology have been explained from two perspec-
tives. First, self-regulation is not sufficiently developed in order to 
guide students through the process of effective use of technology 
[24]. Thus, better external regulation is needed to guide the stu-
dents’ technology-enhanced learning processes. Second, research 
on educational technology acceptance indicates that the extent a 
technology is adopted is best predicted by the instructional norm 
rather than other well-established technology acceptance con-
structs such as attitudes towards the technology and social norm 
[27]. This finding resonates well with the work of Huon et al. in 
their investigation of student use of the institutionally available 
resources (technologies) and academic performance. The authors 
noted that “students adapt their learning strategies to the resources 
available, with an apparent emphasis on learning what will be as-
sessed rather than exploring for understanding” [19]. 

In spite of a growing interest in video annotation software, cur-
rently available research knowledge of different instructional de-
sign has received much less attention in the literature. To address 
this research gap, the study presented in this paper, aimed to in-
vestigate the effects of two different instructional design ap-
proaches using video annotation software on: i) patterns in creat-
ing video annotations; and ii) linguistic and psychological pro-
cesses observable in annotations.  

2.3 Self-regulated Learning and Annotations 
Self-regulated learning is a foundational theory in modern educa-
tional psychology [2]. It recognizes that learners create 
knowledge, and select and manage cognitive operations in the 
form of study tactics they apply to learn. Dynamic feedback loops 
are the core of self-regulated learning [2, 15]. Based on their anal-
yses of external conditions (e.g., type of assessment used in a 
course or time available) and internal conditions (e.g., prior 
knowledge of the domain), learners set learning goals. The goals 
can be modeled as a vector of standards for cognition (e.g., rate of 
learning), effort budgeted for learning, and features of products of 
cognition (e.g., recall of information).  

Learners often use invalid standards in judging the degree of their 
own learning [2]. This leads to both inaccurate and overconfident 
judgments. Poor judgment of learning and overconfidence can 
lead to underachievement. In contrast, students with high accuracy 
tend towards improved retention and high academic performance. 
Individuals with poor judgment in learning predominantly use im-
provised and ineffective study tactics, such as, rereading instead of 
self-testing [1]. However, these issues can be addressed through 
the provision of regular and timely feedback [2, 15]. Feedback 
improves the accuracy of judgments of learning when it stimulates 
active cognitive engagement, e.g., involving learners in recalling 
previously studied information, summarizing information or gen-
erating keywords to capture a body of information.  

Self-reflection has been demonstrated to be an effective approach 
for developing meta-cognitive monitoring. The primary intent of 
self-reflections are to help students internalize the expected stand-
ards of the subject matter. In this context the accuracy of judg-
ment of (own) learning can be considered as essential for effective 
learning. For instance, students will (should) not stop studying if a 
particular skill is not mastered up to the expected standards [38]. 
Summary about the information studied or reflection about their 



own performance followed by (instructors’) feedback has been 
empirically proven to be the most effective strategy to improve 
student judgment of learning [12].  

Research on self-reflections produced in video annotation soft-
ware are highly grounded in the self-regulated learning literature. 
Coding schemes for content analysis of self-reflections in video 
annotations directly focus on the inquiry of metacognitive moni-
toring skills. For example, Hulsman et al. proposed a scheme for 
coding self-reflections: observation, explanation (i.e., mo-
tive/effect), and planning (i.e., goals) [18]. To our knowledge, no 
study has attempted to identify the specific types of linguistic and 
psychological processes that are activated in self-reflective writ-
ing across courses with different instructional designs.   

2.4 Linguistic Analysis of Self-Reflections 
Previous studies incorporating video analytic techniques have fo-
cused on exploring students’ viewing and usage patterns [3, 28, 
32]. However, in order to obtain an understanding of students’ 
self-regulated learning and self-reflection processes, an analysis of 
the textual data is required. Recent studies investigating students’ 
use of video annotation software for note-taking of lecture videos 
have begun to uncover patterns in the frequency of notes [29] and 
the types of themes emerging in synchronous chat messages [17]. 
However, research on students’ reflective notes when viewing a 
recording of their own performance or practice has predominantly 
been limited to manual content analysis [18], rather than leverag-
ing the affordances of automated textual analysis. Word or lin-
guistic analysis of written text can reveal the cognitive and psy-
chometric processes related to different forms of thought, such as 
reflection on past events, and advances in language processing 
software allow for massive data sets of text to be analyzed quickly 
[35]. There are a number of text analysis software available that 
have been used in social science research, such as QSR NVivo, 
TAMS Analyzer, TextSTAT, and LIWC [36]. The latter, LIWC, 
was used in the present study due to its capability to calculate the 
number of words related to a variety of psychological and linguis-
tic constructs [35] that can therefore provide insight into students’ 
self-regulated learning and reflection processes. 

While prior studies have used LIWC to analyze various forms of 
students’ written assignments, such as critical thinking essays [4], 
self-introductions [33], and career-related narratives [23], only a 
few have investigated the linguistic and psychometric terms most 
commonly present in reflective writing [20, 30]. Although LIWC 
can process word counts associated with 74 linguistic and psycho-
logical variables, we incorporate only a subset of these in our tex-
tual analysis. The selected subset is based on the findings of re-
search using LIWC to analyse reflective writing [20, 30], research 
on students’ emotions in different learning contexts [31], and 
those most relevant to the context of our case study. Table 1 lists 
the 31 variables and their abbreviations used in this study. 

First person singular and plural were selected due to research re-
porting that they were more frequently used in self-reflection writ-
ing than third person pronouns [30]. Similarly, tense variables and 
common verbs were also included in the analysis as patterns 
emerging in prior studies have shown that reflective writing fo-
cuses on actions through verb use and, in particular, future behav-
iour derived from present observations [20]. In addition, words re-
lated to cognitive processes, including insight and exclusive 
terms, are commonly observed terms in self-reflections [30], and 
hence, were also included in the study. Words with greater than 
six letters were also analyzed as their use indicates the use of 
complex language [35]. Although previous research suggests that 
complex language is not commonly observed in reflective prose 

[30], its occurrence can be interpreted as an indicator of more 
complex cognitive processes. Affective words were studied as 
certain emotions are more apparent in graded tasks compared to 
optional or self-regulated learning activities [31]. Lastly, we in-
cluded additional variables related to perceptual processes and bi-
ological processes, as the reflective text analyzed in our study 
concerned the performing arts discipline and the use of such terms 
would be worthwhile to observe.  

Table 1: LIWC variables used in the study 

Main category Sub categories 
Linguistic Processes 

Words 
Word count (WC), Words/sentence (WPS), 
Words > 6 letters (sixltr) 

Personal Pronouns 1st Person singular (i), 1st person plural (we) 
Verbs Common verbs (verb) 

Tense 
Past tense (past), Present tense (present), Fu-
ture tense (future) 

Psychological Processes 

Affective (affect) 
Positive emotion (posemo), Negative emo-
tion (negemo), Anxiety (anx), Anger (an-
ger), Sadness (sad) 

Cognitive Processes (cog-
mech) 

Insight (insight), Inclusive (incl), Exclusive 
(excl) 

Perceptual Processes (per-
cept) 

See, hear, feel 

Biological Processes (bio) Body 
Relativity (relativ) Motion, space, time 

 

2.5 Research Objectives and Predictions 
An earlier study by Peden and Carroll reported [30] high effect 
sizes of the interaction of the type of assignment and the LIWC 
variables (.41 < partial η2 <.77, i.e., the values of  partial η2 indi-
cate the percentage of variance in the type of assignment and its 
associated error that is accounted for by the type of assign-
ment[6]). In the present study, we predicted similar effect sizes – 
which requires students’ use of self-reflections about their own 
performance with available recordings in the video annotation 
software (i.e., graded assignment or not [18]) – on the quantity of 
self-reflections and the linguistic and psychological processes ev-
ident within them. Likewise, we predicted similar high effect sizes 
of the course instructional design on the quantity of reflections 
and linguistics and psychological processes in self-reflections of 
students who were enrolled in two different courses in parallel, 
which had different considerations of self-reflections and compo-
sition of assignments related to self-reflections on video-recorded 
material of their own performance. However, we expected a 
smaller effect size for those students with parallel enrolments than 
for those students who were in only one of the two different 
courses. We anticipated that the standards used for metacognitive 
monitoring learned in one course could (at least slightly) influence 
the metacognitive monitoring (and thus products of learning – in 
this case, self-reflections) in the other course. We predicted more 
affective processes in the graded self-reflections. Especially, we 
predicted an increase in negative emotions, given that their estab-
lished association with deep learning, usually driven by the state 
of cognitive disequilibrium [9]. Finally, we wanted to explore if 
there are any patterns in the distribution of self-reflection across 
different temporal positions of the used videos. 

3. METHOD 
3.1 Study Design 
The research design was through a case study approach. This 
methodology was most appropriate given that the research was 
situated in a single setting [14]. That is a research-intensive higher 



education institution in North America. Secondary data collected 
from the log files from video annotation software, CLAS [12, 35], 
were used for exploration, observation, and analysis. The study al-
so has the characteristics of a natural experiment, in which the re-
searchers had no control over the assignment of the participants to 
the experimental conditions [13]. Rather, the data were collected 
in an ecologically valid setting where students were enrolled in 
courses incorporating the video annotation software. The courses 
under investigation differed in their instructional design.   

3.2 Materials 
The primary data collected and analysed for this study was ex-
tracted from the trace data logged by CLAS, a web-based and lo-
cally hosted video annotation application. Similar to the other an-
notation software mentioned earlier in this paper, CLAS has two 
forms of annotation features. The first, time-stamped annotations 
allow students and instructors to make time-stamped notes that 
correspond to a specific segment of the video that can be accessed 
later for review [11, 34]. This feature is simply referred to as a 
“time-stamped annotation” in the reporting of the findings. The 
second annotation feature is not related to a specific video time 
stamp, rather it allows users to write a general comment about the 
video. It is referred to as a “general annotation” in this paper.  

As the CLAS application does not support downloading of the 
videos, students are required to view and annotate while using the 
software. Furthermore, CLAS is locally hosted and designed to 
capture various trace data, such as video access times, duration of 
access, frequency of access, textual data from the annotations, and 
time stamps [28]. For the purpose of this study, data collection 
and analysis focused only on the content and time stamps of the 
annotations made through the CLAS interface. The trace data on 
duration and frequency of access were not included in the study as 
this data was seen to be an inaccurate measure of the time students 
spent viewing the videos. As the data was derived from a natural 
experiment, the researchers could not control viewing behaviours, 
and therefore, students may have left the video playing or ac-
cessed it several times without actually viewing it. 

3.3 Sample 
With institutional ethics approval, all data pertaining to students’ 
and instructors’ annotations made through CLAS in the 2012-
2013 academic year were extracted from the system log files. To 
protect users’ anonymity and privacy, all personal identifying in-
formation was removed and replaced with random codes in order 
to represent annotations made by the same user across all videos 
in the system. Preliminary observation revealed that out of 11 
courses using CLAS in the 2012-2013 academic year, students in 
four of the courses actively engaged with the annotation features 
for self-reflection purposes. For each record in the log files, we 
had a code of the course the annotation was made in. Time and 
date stamps further showed that annotations in two of these cours-
es, Courses 1 and 2, were made in the first semester, while those 
in the two other courses occurred in the following semester. Fur-
thermore, the codes representing individual students revealed that 
some of the students were enrolled in both Course 1 and 2 in par-
allel. Reviewing the annotations made by those with an instructor 
role helped infer the instructional design as the textual data 
showed signs of graded feedback in Course 2 but not in Course 1.  

The case study reported in this paper focused on the textual data 
logged in CLAS for the two courses offered in the first semester 
of the 2012-2013 academic year (Courses 1 and 2). To analyze 
comparisons, data pertaining to students who were enrolled in 
both Courses 1 and 2 in parallel compared to those who were only 

enrolled in either the course with non-graded annotations (Course 
1) or graded annotations (Course 2) were differentiated into sepa-
rate samples as presented in Table 2. 

3.4 Variables and Measures 
Independent variable. The assignment of the study participants to 
the two different experimental conditions (enrollment in Course 1 
and Course 2) was used as the independent variable to study the 
effect of both independent and paired (repeated) samples.  

Dependent variables. We used two groups of dependent variables: 
- Annotation counts in each course: i) count of all annotations 

created by students; ii) count of students’ time-stamped annota-
tions in each of the temporal quartiles (Q1-Q4) relative to the 
duration of the videos; and iii) count of general annotations.  

- LIWC variables as introduced in Table 1. In addition, we also 
wanted to study the length of self-reflections in each course as a 
ratio of word counts per self-reflection annotation (WC/Ann).  

Table 2: Study sample and their distribution across the two 
courses considered in this study 

Course 1  
(non-graded annotations) 

Course 2  
(graded annotations) 

Group Course 1a: Students 
who took only Course 1, n=22 

Group Course 2a: Students 
who took only Course 2, n=32 

Group Course 1b and 2b1: Students who took both courses in 
parallel, n=8 

1Group Course 1b refers to the variables of the eight students collected in 
Course 1; group Course 2b refers to the variables of the same eight stu-
dents collected in Course 2. 

3.5 Data Analysis  
All dependent variables were tested for normality using the Kol-
mogorov–Smirnov and Shapiro–Walk tests. This was further ex-
plored using P-P plots. All dependent variables were non-
normally distributed, and hence, non-parametric tests were em-
ployed to test our predictions as outlined in Section 2.5. To test 
for the effect of course instructional design (i.e., independent vari-
able), nonparametric tests for both independent (Mann-U Whitney 
test) and paired/repeated (Wilcoxon signed-rank test) samples 
were carried out as a result of the complexity of the natural exper-
iment, on which our study was based. In particular, the Mann-U 
Whitney test was used to test the effect of instructional design on 
the dependent variables for the students who took either Course 1 
or Course 2 (i.e., Course 1a vs. Course 2a). The Wilcoxon signed-
rank test was used to test the effect of instructional design on the 
dependent variables for the students who took both Course 1 and 
Course 2 in parallel (i.e., Course 1b vs. Course 2b). We also 
checked for significant differences in the dependent variables be-
tween the students within the same course (i.e., Course 1a vs. 
Course 1b and Course 2a vs. Course 2b) by using the Mann-U 
Whitney test. Finally, to compare for differences among temporal 
positions of the time-stamped (quartiles Q1-4) and general annota-
tions, we used Friedman’s ANOVA followed by the Wilcoxon 
signed-rank test for pairwise comparison between the variables. 
The results of all the tests were considered significant if p < .05, 
except for Wilcoxon signed-rank test when used as a post-hoc test 
after Friedman’s ANOVA; in this case, the Bonferroni correction 
(i.e., p was divided by the number of comparisons) was used.  

Given the non-normal distribution of dependent variables, de-
scriptive statistics were presented as medians and interquartile 
range (see Tables 3-7). The following results are reported for the 
performed tests: U – Mann-U Whitney test, T – Wilcoxon signed-
rank test, z – standardized test, p –statistical significance, and 
Pearson’s r – effect size. We followed Cohen’s interpretation of r 



as effect size (i.e., .1 – small, .3 – medium, and .5 – large) and r2 
as a proportion of the variability of the dependent variable ex-
plained by the independent variable [6].  

The linguistic analysis of self-reflections was performed by using 
the LIWC2007 software, which produced values for each annota-
tion available in the sample in a CSV file. These variables were 
aggregated at the student level per course in Excel. Finally, the 
data was imported into SPSS (v. 19) for statistical analysis.  

4. RESULTS 
Table 3 outlines the descriptive statistics for the counts of self-
reflection annotations across the two courses, including the statis-
tics for the students who took only one course (Courses 1a and 2a) 
and who took both courses (Courses 1b and 2b). The statistical 
tests (Column A/B) confirmed our predictions that the students 
from the course with graded self-reflections (Course 2) had signif-
icantly higher counts of self-reflections (annotation total). This 
difference holds for both the students who took only one of the 
two courses (Course 1a vs. Course 2a) and for those who took 
both courses in parallel (Course 1b vs. Course 2b). Consistent 
with our prediction, the effect size for students with the parallel 

enrollment (Course 1b vs. Course 2b, r=.63) was smaller than 
with the students with only one course (Course 1a vs. Course 2a, r 
= .81). Both effect sizes are considered as large according to Co-
hen’s interpretation of r. This finding results from the students 
who took both courses had a higher count of self-reflections 
(Course 1b) than their peers (Course 1a) who only took Course 1. 
This is in spite of the finding revealed by additional Mann-U 
Whitney tests (not reported in Table 3) that there were no signifi-
cant differences between the students within the same course (i.e., 
Course 1a vs. 1b and Course 2a vs. 2b).  

The mean value of effect sizes for the students who took both the 
courses (Course 1b vs. Course 2b, r=.58) and took only one course 
(Course 1a vs. Course 2a, r=.62) is similar in the counts of self-
reflections associated with time-stamped (Q1-Q4) and general an-
notations of individual videos. The largest concentration of the 
time-stamped annotations was in the first quartile in Course 2 
(i.e., graded self-reflections), unlike Course 1 (non-graded self-
reflections) where the distribution was balanced across the tem-
poral quartiles of videos and generally. 

Table 3: Counts of self-reflection annotations across the two courses  

 Course 1 
(n=30) 

Course 1a 
(n=22) 

Course 1b 
(n=8) 

Course 2 
(n=40) 

Course 2a 
(n=32) 

Course 2b 
(n=8) 

A 
B 

Annotation  
total 

11.00 
(8.00, 17.25) 

10.50 
(7.50, 8.75) 

14.00 
(8.25, 16.50) 

55.00 
(48.00, 60.00) 

55.00 
(47.25, 59.75) 

58.00 
(53.00, 62.25) 

U=689.50, z=5.95, 
p<.001, r=.81 

T=36.00, z=2.52 p=.012, 
r=.63 

Annotation 
position Q1 

2.00 
(1.00, 3.00) 

2.00 
(1.00, 3.00) 

3.00 
(2.00, 3.00) 

21.50 
(17.00, 30.00) 

21.50 
(17.00, 30.00) 

21.00 
(16.00, 26.25) 

U=703.00, z=6.20, 
p<.001, r=.84 

T=36.00, z=2.52 p=.012, 
r=.63 

Annotation 
position Q2 

2.50 
(1.00, 5.00) 

2.00 
(1.00, 5.00) 

4.00 
(2.00, 5.00) 

7.50 
(4.25, 10.00) 

7.00 
(4.25, 9.00) 

10.00 
(4.00, 10.75) 

U=587.00, z=4.16, 
p<.001, r=.57 

T=36.00, z= 2.53, 
p=.011, r=.63 

Annotation 
position Q3 

2.00 
(1.00, 4.00) 

2.00 
(1.00, 4.00) 

2.00 
(1.25, 2.75) 

6.00 
(3.00, 10.75) 

6.00 
(3.00, 9.00) 

8.50 
(1.00, 12.75) 

U=539.00, z=3.31, 
p=.001, r=.45 

T=26.50, z= 2.11, 
p=.034, r=.53 

Annotation 
position Q4 

2.50 
(1.00, 4.25) 

3.00 
(1.75, 4.00) 

2.00 
(0.25, 5.00) 

6.50 
(3.25, 8.00) 

6.50 
(3.00, 8.00) 

6.00 
(4.00, 8.75) 

U=535.00, z=3.24, 
p=.001, r =.44 

T=27.00, z= 2.21, 
p=.027, r=.55 

Annotation 
general 

2.00 
(0.00, 3.00) 

2.00 
(0.00, 3.00) 

2.50 
(0.25, 3.00) 

8.00 
(8.00, 14.75) 

8.00 
(8.00, 14.00) 

11.50 
(4.25, 15.75) 

U=686.00, z=5.96, 
p<.001, r=.81 

T=34.50, z= 2.31, 
p=.021, r=.58 

Legend: All variables given as median (25th percentile, 75th percentile). A – Course 1a vs. Course 2a (Mann-U Whitney test); B – Course 1b vs. Course 2b 
(Wilcoxon signed-rank test) 

Given that there were no observed significant differences between 
the students inside either course (Course 1a vs. 1b and Course 2a 
vs. 2b), Friedman’s ANOVA tests were carried out on the entire 
sample of both courses to test for differences between counts of 
self-reflections across temporal quartiles and general self-
reflections about the videos. In Course 1, there were no significant 
differences in the count of time-stamped annotations between the 
four quartiles of the videos and general annotations (χ2(4)=8.51, 
p=.075). However, in Course, 2, a significant difference was ob-
served (χ2(4)=79.22, p<.001). Post-hoc Wilcoxon signed-rank 
pairwise tests (10 of them with p < .005) revealed significant dif-
ferences between self-reflections in: Q1 vs. Q2 (T=2.45, z=6.93, 
p<.001, r=.78), Q1 vs. Q3 (T=2.35, z=6.65, p<.001, r=.74), Q1 vs. 
Q4 (T=2.71, z=7.67, p<.001, r=.86), and Q1 and general self-

reflections (T=1.80, z=5.09, p<.001, r=.57). That is, the students 
had significantly more self-reflection annotations in the first quar-
tile of their videos and the effect size of this difference was large 
according to Cohen’s interpretation of r.  

Table 4 outlines the descriptive statistics of the variables indica-
tive of the LIWC linguistic processes in the self-reflections. The 
results of the tests confirmed significant differences in (almost all) 
of the linguistic processes activated by the different instructional 
designs of the two courses. Moreover, our prediction was also 
confirmed that the effect size for the students who took both 
courses in parallel (Course 1b vs. 2b) was lower than for those 
who took one course only (Course 1a vs. 2a) except for the varia-
bles WC/Ann (word count per annotation) and words related to 
the pronoun, “we”. However, while there was no observed differ-



ence in the word count per self-reflection (WC/Ann) between stu-
dents who took only one of the courses (Course 1a vs. 2a), the 
median value was considerably higher for Course 2a (i.e., graded 
self-reflections) than for Course 1a. As expected, the students who 
took only Course 1(a) used significantly more “we” words than 
those who took Course 2(b). This finding is due to Course 1 vide-

os being used for students’ group performances, while Course 2 
used videos of solo performances as objects for self-reflections. 
There was also no significant difference in the use of “we” words 
in students who took both courses in parallel (Courses 1b and 2b), 
in spite of the median value for Course 2b (Mdn=0.68) being con-
siderably lower than for Course 1b (Mdn=11.24). 

Table 4: Linguistic processes across the two courses 

 Course 1 
(n=30) 

Course 1a 
(n=22) 

Course 1b 
(n=8) 

Course 2 
(n=40) 

Course 2a 
(n=32) 

Course 2b 
(n=8) 

A 
B 

WC 266.00 
(158.25, 479.25) 

304.00 
(108.00, 550.25) 

241.00 
(178.75, 280.50) 

1613.50 
(1282.75, 2155.25) 

1671.50 
(1218.50, 2212.25) 

1593.00 
(1502.00, 1921.50) 

U = 697.00, z=6.07, 
p<.001, r=.83 

T=36.00, z=2.52, 
p<.012, r=.63 

WPS 225.00 
(120.13, 423.29) 

272.75 
(99.75, 547.71) 

209.36 
(134.63, 275.63) 

1209.76 
(987.03, 1641.23) 

1179.25 
(936.29, 1641.25) 

1306.54 
(1090.02, 1661.01) 

U =674.00, z=5.67, 
p<0.001, r=.77 

T=36.00,  z=2.52, 
p<.012, r=.63 

WC/ 
Ann 

19.60 
(14.37, 36.03) 

22.56 
(13.17, 48.39) 

16.66 
(14.74, 20.17) 

30.09 
(25.39, 37.95) 

30.94 
(25.42, 39.79) 

29.30 
(24.50, 33.13) 

U = 446.00, z=1.67, 
p=.098, r=.23 

T=36.00,  z=2.52, 
p<.012, r=.63 

Sixltr 173.82 
(119.43, 269.81) 

173.82 
(119.43, 285.31) 

190.37 
(97.73, 271.33) 

888.00 
(740.56, 1036.67) 

892.25 
(691.57, 1044.11) 

878.75 
(814.26, 972.09) 

U = 683.00,  z= 5.83, 
p<.001, r=.79  

T=36.00, z=2.52, 
p<.012, r=.63 

i 13.94 
(6.27, 31.03) 

13.94 
(6.27, 23.31) 

32.52 
(2.27, 64.76) 

419.10 
(175.00, 531.36) 

396.89 
(175.00, 524.67) 

513.33 
(162.58, 578.06) 

U = 704.00, z= 6.20, 
p<.001, r=.84  

T=28.00, z=2.37, 
p=.018, r=.59 

we 10.20 
(0.00, 20.91) 

8.01 
(0.00, 21.98) 

11.24 
(0.00, 18.46) 

00.00 
(0.00, 2.67) 

0.00 
(0.00, 2.67) 

0.68 
(0.00, 2.65) 

U = 158.00, z=-3.11, 
p=.002, r=-.42 

T=3.00, z= -1.86, 
p<.063, r=-.47 

verb 141.77 
(88.28, 209.99) 

130.01 
(86.99, 209.90) 

177.89 
(98.35, 237.07) 

818.45 
(711.28, 985.74) 

782.90 
(711.28, 982.04) 

915.86 
(721.823, 985.74) 

U = 693.00, z=6.00, 
p<.001, r=.82 

T=36.00, z=2.52, 
p<.012, r=.63 

past 15.24 
(6.11, 24.77) 

17.19 
(6.55, 24.91) 

11.42 
(3.53, 22.50) 

178.17 
(128.58, 237.87) 

191.69 
(128.58, 237.87) 

157.64 
(60.93, 236.33) 

U = 685.00, z= 5.86, 
p<.001, r=.80 

T=36.00, z=2.52, 
p<.012, r=.63 

present 79.87 
(43.72, 136.35) 

75.13 
(35.75, 100.71) 

122.46 
(71.02, 160.42) 

434.86 
(351.50, 528.77) 

407.05 
(337.50, 502.55) 

490.30 
(396. 00, 577.45) 

U = 688.00,  z=5.93, 
p<.001, r=.81 

T=36.00, z=2.52, 
p<.012, r=.63 

future 0.00 
(0.00, 8.30) 

0.00 
(0.00, 7.44) 

0.00 
(0.00, 17.88) 

44.55 
(27.47, 64.19) 

44.55 
(29.42, 64.00) 

38.75 
(13.65, 70.53) 

U = 684.00,  z=5.88, 
p<.001, r=.80 

T=36.00, , z=2.52, 
p<.012, r=.63 

Legend: All variables given as median (25th percentile, 75th percentile). A – Course 1a vs. Course 2a (Mann-U Whitney test); B – Course 1b vs. Course 2b 
(Wilcoxon signed-rank test) 

Table 5 presents the descriptive statistics and results of the tests 
for the LIWC variables related to cognitive and perceptual pro-
cesses (see Table 1) across the two courses. As predicted, the sta-
tistical differences for both cognitive and perceptual processes 
were significant with large effect sizes. In contrast, the effect size 
of the cognitive and perceptual processes of the students who took 
both courses in parallel (Course 1b vs. 2b) was lower than for the 
students who took one course only (Course 1a vs. 2a). Although 
in both courses, the use of words indicative of cognitive processes 
(i.e. cogmech, insight, incl, and excl; see Table 1) accounts for 
over 50% of the overall word count (c.f. WC in Table 4), it is 
noteworthy that the course with graded self-reflections (Course 2) 
maintained this proportion (i.e. the self-reflections in Course 2 
had 5.5 times more words about cognitive processes than in 

Course 1). As well, the perceptual words follow a similar growing 
trend in Course 2. However, in Course 1, the ratio of words relat-
ed to perceptual process (precept) is lower (19%) than in Course 2 
(12%) relative to the total word count (c.f. WC in Table 4). 

Table 6 reports the descriptive statistics and the results of the tests 
for the LIWC variables indicative of biological and relative pro-
cesses (see Table 1). The predicted differences and effect sizes 
were also found for these two groups of variables, similar to the 
previous two. In the biological processes group, two particularly 
important patterns emerged. First, the increase in the counts of 
words indicative of biological processes is considerably higher 
than in any previous case between the two courses. Second, the 
only significant difference observed between the students who 



took Course 1 only (Course 1a) and who took both courses 
(Course 1b) was for the body variable (U = 94.50, z=.31, p=.014, 
r=-.06). Although the effect size was small (r=-.06), it seems that 

the students in Course 1b paid more attention to their bodies when 
reflecting on their group performance in Course 1.  

Table 5: Cognitive and perceptual processes 

 Course 1 
(n=30) 

Course 1a 
(n=22) 

Course 1b 
(n=8) 

Course 2 
(n=40) 

Course 2a 
(n=32) 

Course 2b 
(n=8) 

A 
B 

cogmech 155.48 
(112.87, 226.82) 

143.33 
(100.28, 229.22) 

172.92 
(137.16, 226.18) 

860.41 
(690.78, 1002.34) 

851.36 
(701.82, 994.17) 

874.04 
(492.52, 1064.65) 

U=686.00, z=5.88, 
p<.001, r=.80 

T=36.00, z=2.52, 
p<.012, r=.63 

insight 13.62 
(5.01, 29.29) 

11.25 
(3.76, 21.53) 

26.75 
(15.42, 33.99) 

115.60 
(79.21, 167.53) 

114.39 
(76.84, 166.61) 

135.56 
(85.56, 184.78) 

U=669.00, z=5.58, 
p<.001, r=.76  

T=35.00, z=2.38, 
p=.017, r=.60 

incl 39.95 
(39.95, 58.22) 

36.30 
(20.38, 61.24) 

43.01 
(25.71, 55.18) 

177.75 
(141.14, 235.44) 

182.05 
(143.70, 240.41) 

155.47 
(83.79, 223.10) 

U=684.00, z=5.85, 
p<.001, r=.80  

T=34.00, z=2.24, 
p<.025, r=.56 

excl 27.50 
(13.22, 38.33) 

27.50 
(9.78, 41.89) 

28.48 
(15.34, 35.91) 

119.13 (78.66, 
175.94) 

119.13 
(81.09, 167.34) 

123.43 
(39.21, 191.61) 

U=680.00, z=5.60, 
p<.001, r=.76 

T=36.00, z=2.52, 
p<.012, r=.63 

percept 51.44 
(21.43, 88.44) 

49.75 
(18.91, 02.35) 

59.43 
(30.63, 81.37) 

199.28 
(164.22, 265.36) 

192.86 
(161.11, 258.42) 

237.94 
(172.14, 280.97) 

U=674.00, z=5.67, 
p<.001, r=.77 

T=36.00, z=2.52, 
p<.012, r=.63 

see 7.51 
(0.00, 14.71) 

6.97 
(0.00, 17.08) 

7.51 
(1.44, 12.65) 

71.58 
(38.42, 100.58) 

67.04 
(34.19, 100.25) 

84.63 
(53.68, 105.67) 

U=664.00, z=5.50, 
p<.001, r=.75 

T=36.00, z=2.52, 
p<.012, r=.63 

hear 32.44 
(8.40, 52.98) 

30.93 
(5.70, 57.00) 

43.52 
(12.11, 52.91) 

36.21 
(28.25, 67.63) 

36.21 
(28.17, 67.63) 

35.48 
(28.71, 77.49) 

U=422.00, z=1.23, 
p=.22, r=.17 

T=23.00, z=.70,  
p=.484, r=.18 

feel 7.90 
(0.00, 16.30) 

10.33 
(0.00, 16.30) 

5.63 
(0.58, 27.92) 

81.00 
(57.2, 109.33) 

73.16 
(53.40, 109.33) 

95.63 
(68.57, 108.02) 

U = 698.00, z=6.10, 
p<.001, r=.83 

T=28.00, z=2.37, 
p=.018, r=.59 

Legend: All variables given as median (25th percentile, 75th percentile). A – Course 1a vs. Course 2a (Mann-U Whitney test); B – Course 1b vs. Course 2b 
(Wilcoxon signed-rank test) 

Table 7 reports the descriptive statistics and results of the tests of 
the LIWC variables indicative of affective processes (see Table 
1). The results of these tests confirmed our prediction about the 
overall significant increase of affective processes in the course 
with the graded self-reflections. However, their effect sizes were 
only slightly above the threshold (r≥.5) for interpretation as a 
large effect size according to Cohen [6]. In this case, the effect 
size for students who took only Course 2 (Course 1a vs. Course 
2a) was almost the same as for those who took both courses 
(Course 1b vs. Course 2b). It is also indicative that the increase in 
the count of negative emotions (negemo; see Table 1) was much 
higher than positive ones (posemo; see Table 1) in Course 2; yet, 
the proportion of negative emotions with respect to all other 
LIWC categories remained rather low in Course 2. However, the 
analyses did not reveal significant differences in positive emotion, 
anger, and sadness for the students who took both courses in par-
allel (Course 1b vs. Course 2b). 

5. DISCUSSION 
5.1 Interpretation of the Results 
As predicted, the count of self-reflection annotations was consid-
erably higher for Course 2, presumably as direct result of the 
graded self-reflections in this course. The increase in the median 
value for Course 2 was precisely five times (see Table 3) that of 

Course 1 where student annotations were not assessed. The in-
structional design of graded self-reflections contributed towards 
the increased numbers of annotations. This is well evidenced in 
the observed proportion of variance (r2) shared by the independent 
variable (i.e., course design) and the dependent variable (annota-
tions total), 65.61% and 39.69% – N.B., r2 calculated based on the 
values of r reported in Table 3 – depending if the students took 
only one of the two courses or both, respectively. Future research 
should further extend this initial work and consider the potential 
impact of individual differences, such as metacognitive aware-
ness, motivation, and prior knowledge, on the timing, quantity, 
and quality of students’ self-reflections. 

The present study identified a clear trend in the declining count of 
time-stamped annotations over the duration of a video. Quartile 1 
(i.e., first 25% of video content) was consistently where the high-
est count of self-reflections were made. A similar trend was also 
reported by Mu (2010) in their usability study of video annota-
tions [29]. This observed trend may be explained by i) the stu-
dents observed a (set of) common problem(s) in their performance 
that reoccurred later, ii) adaptation to the instructional require-
ments by making a strategic decision to stop creating self-
reflections judging that the course requirements were satisfied 
[19], which can often be a result of inaccurate judgment of learn-
ing [2], and/or iii) students become cognitively overloaded by cre-



ating self-reflections, which leads to their overall decline as their 
video watching progresses. Increased metacognitive monitoring – 
induced by graded self-reflections – requires additional memory 

resources and that might be exhausted, especially for the students 
who have lower prior knowledge [37]. All these three explana-
tions warrant further research and validation. 

Table 6: Biological and relative processes across the courses 

 Course 1 
(n=30) 

Course 1a 
(n=22) 

Course 1b 
(n=8) 

Course 2 
(n=40) 

Course 2a 
(n=32) 

Course 2b 
(n=8) 

A 
B 

bio 6.79 
(0, 15.19) 

5.85 
(0.00, 15.29) 

6.79 
(1.56, 15.38) 

161.11 
(116.21, 254.60) 

157.34 
(110.04, 244.97) 

202.08 
(125.92, 270.71) 

U=704.00, z=6.21, 
p<.001, r=.85 

T=36.00, z=2.52,  
p<.012, r=.63 

body 0.00 
(0.00, 2.57) 

0.00 
(0.00, 0.00) 

5.21 
(0.00, 11.37) 

143.87 
(102.65, 220.79) 

140.70 
(102.65, 201.67) 

182.64 
(78.80, 268.21) 

U=704.00, z= 6.31, 
p<.001, r=.86  

T=36.00, z=2.52,  
p<.012, r=.63 

relativ 123.19 
(78.73, 208.38) 

109.12 
(65.84, 203.09) 

165.54 
(104.57, 242.40) 

726.86 
(617.48, 898.98) 

728.62 
(607.46, 925.56) 

704.61 
(646.82, 840.00) 

U=695.00, z=6.04, 
p<.011, r=.82 

T=36.00, z=2.52,  
p<.012, r=.63 

motion 17.32 
(9.56, 26.79) 

17.61 
(10.83, 25.66) 

16.21 
(7.07, 27.68) 

103.96 
(77.32, 128.62) 

112.07 
(77.16, 133.29) 

86.89 
(77.32, 105.04) 

U = 691.00, z= 5.97, 
p<.011, r=.81 

T=28.00, z= 2.37, 
p=.018, r=.59 

space 66.36 
(38.35, 118.86) 

53.12 
(30.07, 118.86) 

81.78 
(62.39, 129.87) 

376.38 
(314.98, 481.37) 

370.84 
(298.18, 484.90) 

390.84 
(365.25, 481.37) 

U = 693.00, z=6.00, 
p<.001, r=.82 

T=36.00, z=2.52,  
p<.012, r=.63 

time 50.04 
(23.03, 86.60) 

46.79 
(20.19, 86.60) 

63.92 
(28.10, 96.41) 

252.20 
(195.87, 313.65) 

268.29 
(195.87, 313.65) 

221.92 
(190.42, 350.32) 

U = 687.00, z= 5.90, 
p<.001, r=.80 

T=36.00, z=2.52,  
p<.012, r=.63 

Legend: All variables given as median (25th percentile, 75th percentile). A – Course 1a vs.  Course 2a (Mann-U Whitney test); B – Course 1b vs. Course 2b 
(Wilcoxon signed-rank test) 

Table 7: Affective processes across the two courses 

 Course 1 
(n=30) 

Course 1a 
(n=22) 

Course 1b 
(n=8) 

Course 2 
(n=40) 

Course 2a 
(n=32) 

Course 2b 
(n=8) 

A 
B 

affect 108.41 
(58.55, 150.49) 

104.34 
(60.75, 148.96) 

117.57 
(45.15, 157.96) 

239.70 
(202.86, 301.15) 

235.40 
(202.86, 288.55) 

243.62 
(192.66, 332.67) 

U=579.00, z=4.00, 
p<.001, r=.54 

T=33.00, z=2.10, 
p=.036, r=.53 

posemo 92.98 
(50.39, 125.26) 

93.98 
(50.39, 119.55) 

92.09 
(45.15, 145.93) 

159.88 
(123.93, 209.72) 

167.79 
(123.55, 215.74) 

150.70 
(126.50, 191.90) 

U=597.00, z=5.46, 
p<.001, r=.74 

T=28.00, z=1.40, 
p=.161, r=.35 

negemo 8.79 
(0.00, 20.67) 

8.91 
(0.00, 19.87) 

6.81 
(0.93, 21.68) 

69.51 
(39.71, 98.87) 

69.51 
(36.78, 94.32) 

72.10 
(47.32, 124.24) 

U=662.00, z=5.43, 
p<.001, r=.74  

T=35.00, z=2.38, 
p=.017, r=.60 

anx 0.00 
(0.00, 1.95) 

0.00 
(0.00, 0.34) 

0.00 
(0.00, 7.57) 

27.39 
(12.48, 45.96) 

25.15 
(12.48, 44.22) 

31.13 
(10.98, 51.62) 

U=654.00, z=4.48, 
p<.001, r=.61  

T=27.00, z=2.20, 
p=.028, r=.55 

anger 0.00 
(0.00, 0.61) 

0.00 
(0.00, 0.00) 

0.00 
(0.00, 9.38) 

7.25 
(0.78, 15.54) 

7.83 
(1.17, 15.54) 

4.56 
(0.00, 27.81) 

U=595.00, z=2.29, 
p=.02, r=.31 

T=19.00, z=.85, 
p=.398, r=.21 

sad 0.00 
(0.00, 8.33) 

0.00 
(0.00, 8.43) 

0.00 
(0.00,4.41) 

7.25 
(0.27, 12.77) 

7.92 
(1.32, 12.78) 

4.02 
(0.00, 15.94) 

U=595.00, z=4.86, 
p<.001, r=.66  

T=12.00, z=1.21, 
p=.225, r=.30 

Legend: All variables given as median (25th percentile, 75th percentile). A – Course 1a vs. Course 2a (Mann-U Whitney test); B – Course 1b vs. Course 2b 
(Wilcoxon signed-rank test) 

As predicted, the effect size of the graded self-reflections on the 
students who took both courses in parallel was lower than for 
those who took only one course. Students, who took both courses 

in parallel, had higher values of most of variables in Course 1 
(i.e., Course 1b) than their peers who were only enrolled in 
Course 1 (i.e., Course 1a). This finding may be attributed to the 



students appreciating the value of self-reflections and internaliz-
ing how to metacognitively monitor themselves. Consequently 
this may impact upon their further use of, and learning with, the 
video annotation software. An alternate explanation is that the 
students simply “mirrored” their expected learning in the course 
with graded self-reflections. In the future we plan to study the ef-
fects on self-reflections when the grading persists in the follow-up 
courses vs. when it is not an assessable component.  

Indicators of the linguistic and psychological processes were also 
higher in the course with the graded self-reflections. This is char-
acterized in the use of more complex language (e.g., WPS – long-
er sentences and Sixltr – longer words). Complexity of language 
adoption is also an indicator of more complex cognitive processes 
and critical thinking. These processes are more readily associated 
with essays than individual self-reflections [4]. The features of 
self-reflections – characterized by the increased use of “i” and ref-
erences to cognitive processes as a way to express metacognitive 
monitoring – were preserved. That is, the grading did not influ-
ence the students’ focus from metacognitive monitoring of their 
own performances to the attempts to make their self-reflections 
look good for grading purposes solely. Namely, the study reported 
in [30] showed differences in the LIWC variables between essays 
and self-reflection assignments. Determining an optimal mix of 
the metacognitive monitoring and presentation of their own per-
formance seems an important question for future research on the 
effects of graded self-reflections in video annotation software.  

It was expected that the higher level of metacognitive monitoring 
would result in a higher level of the use of words referring to bio-
logical and relative processes, given the nature of the courses con-
sidered in our study (i.e. performing arts). This prediction was 
validated in the graded self-reflections for Course 2. It was also 
observed that there was an increase in the number of references to 
the body processes in Course 1 for those students who took 
Course 2 in parallel. Further exploration of the data is required to 
determine if this result was due to i) the performance standards 
and self-monitoring learned in Course 2, ii) the need to pay atten-
tion to more details requested by the graded self-reflections; or 
most likely iii) a combination of both i) and ii). Again this would 
be an important research question to study in the future.  

As expected, a higher number of references to affective processes 
were present in the graded self-reflections (Course 2). This find-
ing was anticipated for negative emotions, as these types of emo-
tions are often associated with a state of cognitive disequilibrium, 
which has been shown to drive deep learning [9]. Indicators of 
deep learning engagement are difficult to identify if students are 
in a state of constant cognitive equilibrium. It is the transition 
from the state of disequilibrium to the state of equilibrium that 
leads to observable indicators of deep learning. This is character-
ized by a shift from negative to positive emotions [31]. In the 
graded self-reflections course, it is clear that the positive emotions 
are dominant, with a “necessary” dose of negative emotions, 
probably activated with deeper cognitive engagement. Future re-
search can focus on (automated) identification of situations when 
negative emotions are dominant in self-reflections of individuals, 
as they are precursors of boredom (if frustration is not solved), 
that typically leads to learning disengagement [9].   

5.2 Implications for Practice 
As noted earlier, video annotation technologies provide a mecha-
nism for students to make reflective and self-monitoring notes 
linked to key segments of a video they are viewing as a method of 
developing their metacognitive skills [11]. In particular, when 
viewing recordings of themselves, students can describe their be-

haviour in the video and make note of areas of improvement or fu-
ture goals, and indication of a full reflection cycle [18]. These 
notes or annotations provide copious amounts of textual data that 
can be time-consuming for instructors to review and analyze to 
ensure their students are critically reflecting and enhancing their 
meta-cognitive skills. As demonstrated in the present study, quan-
titative text analysis software, such as LIWC, can quickly analyze 
a large amount of written text and provide word counts related to 
linguistic and psychometric processes [35], thereby reducing the 
time required for instructors to read and analyze each reflective 
annotation. The provision of these forms of textual analytics data 
to students can also help them become aware of their own written 
reflective language and assist in scaffolding the development of 
their metacognitive skills. However, in order for the word counts 
to have any significant meaning for instructors and students, it is 
necessary to identify the terms and their frequency that would be 
most indicative of the self-reflective and metacognitive process, 
such as those identified in the present study.  

The study also demonstrated that the analytics related to the tem-
poral positions of time-stamped annotations has the potential to 
inform instructors of patterns in students’ annotation positioning. 
These findings can be translated to inform and improve the design 
and intervention of learning tasks and feedback.  

5.3 Implications for Research 
Translation of the self-reflections into grades is an important re-
search challenge. While in this study we had access to the self-
reflection grades available from within the annotations, the in-
structors may have developed their own grading schema. This 
makes the research on associations between grades and the varia-
bles used in this study deeply contextualized. As a result, it is dif-
ficult to generalize and replicate these findings in future studies. 
In our on-going research, we have attempted to incorporate exist-
ing grading schemes for analyzing reflections such as those identi-
fied in the work of Hulsman et al. and Kember et al. [18, 21]. 
However, these schemes were inapplicable in this instance due to 
the “micro” nature of the self-reflections created in the video an-
notation software. Therefore, future research should aim to devel-
op an instrument that will guide and inform the process of instruc-
tional intervention (feedback), assessment, and understanding of 
self-reflections. 
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