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Abstract—Recent research in Technology-Enhanced Learning (TEL) demonstrated several important benefits that semantic technologies can bring to the TEL domain. An underlying assumption for most of these research efforts is the existence of a domain ontology. The second unspoken assumption follows that educators will build domain ontologies for their courses. However, ontologies are hard to build, especially for not-tech-savvy users. Tools for Ontology extraction from text aim to overcome this problem. We have conducted an empirical study with educators, both from Information Technology (IT) and non-IT domains, where they used current ontology extraction tools to build domain ontologies for their courses from their existing course material. Based on the obtained study results we have drawn conclusions about the existing ontology extraction tools and provided recommendations for their future development so that they can be beneficial for the TEL domain.
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1 INTRODUCTION

For over a decade, an increasing number of TEL (Technology-Enhanced Learning) researchers have been exploring the potentials of Semantic Web technologies and more recently, the Linked Data paradigm for the development of advanced e-learning solutions[1],[2],[3]. Due to their inherent capacity to add explicit semantics to diverse kinds of data, as well as to interlink and/or integrate data originating from disparate sources[4], these technologies have been recognized as a promising technical foundation for the realization of personal learning environments [5]. In addition, by adding a reasoning layer on top of the semantically rich and interlinked data, different kinds and levels of adaptation and personalization in traditional e-learning systems are introduced[6],[7].

Ontologies, a mean for formally expressing the shared semantics of a certain domain, are the cornerstone of any Semantic Web based solution. In our previous research, we have explored the advantages of ontology supported e-learning systems. In particular, we demonstrated how a combined use of content structure ontology, content type ontology and domain ontology could significantly improve the search overlearning content repositories [8]. We have also shown that if these three kinds of ontologies are complemented with a user model ontology and an ontolog formally specifying the learning path to be followed by a student, then advanced levels of learning content personalization can be achieved[9], as well. Furthermore, we demonstrated the relevancy of the integrated use of these different kinds of e-learning ontologies for providing online educators with reliable, fine grained and semantically rich feedback about the learning process [10],[11],[12]. Finally, in our most recent research efforts we made use of ontologies and Linked Data paradigm to develop a personal learning environment for collaborative learning of software design patterns [13].

The main problem with all the approaches that make use of ontologies to offer advanced TEL solutions is their assumption that the required ontologies are available or easy to develop. However, based on the experience of the TEL research community [1],[2] and our own experience from the abovementioned projects, this assumption is not realistic. We found that the major obstacle for widespread use of ontologies in e-learning systems lies in the complexity of the ontology development process, especially when considered from the perspective of educators who are typically unaware of ontology existence and its relevancy altogether. Although, recently, the Semantic Web research has shown a constantly increasing interest in automating ontology development and thus reducing the required human effort [14],[15], fully automatic ontology development is still in the distant future [8],[16],[17].

In this regard, domain ontologies, i.e., ontologies formally specifying concepts and relationships of a specific subject domain (e.g., a learning course), are the most challenging. Our experience, as well as the one of some other researchers in the field (e.g., [18],[19],[20]) have proven that unlike other kinds of ontologies relevant for e-learning, a domain ontology often cannot be directly reused even within the same subject domain. This is due to different requirements of the systems that make use of domain ontologies (e.g., different desired level of com-
prehensiveness and/or complexity of the ontology, different ontology language) and/or different conceptualizations of the same domain by different educators. Therefore, domain ontologies often have to be either created anew or adapted to the needs of the specific context of their intended use. Another feature that makes domain ontologies distinct from other aforementioned ontologies relevant for e-learning is the need for their constant evolution, so that the semantics they capture do not lag behind the courses they are aimed to support.

Accordingly, a significant topic in our current research is to investigate how to reduce the efforts required for creating domain ontologies in educational systems, and thus implicitly enable easier and wider acceptance of ontology based systems among educational practitioners. Our first step towards achieving this goal was to explore the existing approaches for ontology development. Having done that, we were able to distinguish three general approaches: 1) handcrafting ontologies from scratch, 2) (semi-)automatic ontology development using ontology learning tools, and 3) search and retrieval of ontologies from online ontology libraries and Linked Open Data (LOD) cloud (http://lod-cloud.net/). We briefly report on these approaches and related tools in the following section (Literature Review).

The second step towards our research goal was to define the requirements that a domain ontology should satisfy in order to serve as a foundation for the development and functioning of an advanced e-learning system. These requirements were derived from our previous research work in the area of personalized learning supported by Semantic Web technologies (e.g., [5],[9],[10],[12],[13],[38]) as well as the work of other researchers in this area (e.g., [1],[2],[3],[6],[7]). In particular, we identified the following requirements:

- The ontology comprises all relevant concepts of the corresponding subject domain (i.e., the study course).
- The more detailed the ontology (i.e., the more domain specific concepts it has), the better, since an e-learning system would be able to provide better (more accurate) personalization [10].
- The ontology comprises relationships between domain concepts.
- The ontology provides good coverage of the entire course, meaning that it does not cover just one part of the course, while other parts are just barely covered or not covered at all.
- High semantic richness (in terms of ontology axioms) is a desirable but not a mandatory characteristic since advanced functionalities of an e-learning system (e.g., recommendation of learning resources, and provision of feedback) can be achieved with a rather simple domain ontology [5],[9],[11].

In the study that is the focus of this paper we investigated the (semi-)automatic ontology development. Specifically, the main goal of the study was to evaluate the approaches used by and readiness of the ontology extraction tools to be used for the development of domain ontologies that meet the identified set of requirements specific for advanced e-learning systems. Two research findings guided our orientation towards ontology learning tools. First, a great majority of educators, being non-technically-savvy, would experience difficulties in using conventional ontology editors [21] and thus, may benefit from the suggested ontological elements that would provide them with some starting points in the process of ontology building [22]. Secondly, in our context of interest (i.e., e-learning), an extensive amount of domain related material is typically available in the form of electronic texts, slides, handouts, and the like, which can be used as an input for the ontology learning tools.

Even after a comprehensive literature review (including, for example, [23],[14]), we could not identify any research aimed at evaluating the level of adoption of tools for (semi-)automatic ontology development among end users and identifying the requirements for enabling their widespread use. The closest work we could find was the evaluation study done by Park et al. [16]. It was based on a comprehensive framework the authors proposed for the evaluation of ontology extraction tools. The experiment consisted of two parts: first, using the proposed evaluation framework, the authors themselves assessed four ontology extraction tools selected for the study; in the second part, four expert users assessed and ranked the considered tools using the Analytic Hierarchy Process method. However, the proposed evaluation framework and the experiment did not cater for the specific requirements of e-learning systems and their users. Furthermore, the assessment of the tools was done by ontology researchers and not real end-users (i.e., educators who are typically unaware of ontologies). Accordingly, we can say that the work presented in this paper is the first reported attempt to conduct an empirical study that evaluates ontology extraction tools taking into account both the requirements of e-learning practitioners and constraints imposed on ontologies by advanced e-learning systems. In this study, we specifically aimed at investigating how educators perceive the utility and usability of the ontology extraction tools as well as how they perceive the quality of the resulting ontologies. Our research questions and the overall study design are given in Section 3. In Section 4, we present the results of both quantitative and qualitative data analysis and discuss them in the context of our research questions. Section 5 concludes the paper with a summary of our findings and presents a set of recommendations to be followed when developing ontology extraction tools for the TEL domain.

2 Literature Review

Aiming to eliminate one of the major obstacles to wider acceptance and deployment of ontology-based software solutions, the Semantic Web community has devoted a significant attention to the development of tools that would facilitate and scaffold the ontology development task. The result of this effort is a wide range of tools aimed for users with different levels of knowledge engineering expertise.

Mike Bergman’s ontology development tool list, http://goo.gl/k6It6
Having explored and analyzed the available tools’ support, we distinguished three general categories: 1) tools for handcrafting ontologies, 2) tools supporting re-use of existing ontologies and 3) tools for (semi-)automatic development of ontologies. In the following subsections, we overview these three categories of tools and explore the tools from the last category in more detail, as they are the focus of this paper.

2.1 Tools for Handcrafting Ontologies
Manual creation of ontologies using a specialized ontology editor (such as Protégé, NeON toolkit, or TopBraidComposer) is still the predominant approach in ontology development. Its main drawback is the fact that the majority of ontology editors are suitable only for experts in the field of ontology development, since they assume a background in knowledge engineering and familiarity with ontology languages. One attempt at making the task of handcrafting ontology more convenient for non-technical users is the use of controlled language interfaces. In this approach, a tool provides structural elements, called templates, in a language close to natural language. The user fills in templates with domain specific elements. The obtained statements are then automatically translated into logic statements in the underlying ontology language. Prominent examples of tools that implement this approach include ROO (Rabbit to OWL Ontology authoring) [24] and AceView plug-in for Protege. However, a study by Dimitrova et al. [21] has shown that even with this kind of support domain experts without knowledge engineering skills had difficulty in producing good quality ontologies (with both tools the users created ontologies that matched just 50% of the axioms in the ontologies used as benchmarks).

Another attempt at facilitating the task of ontology construction consists of shifting the focus from ‘heavy-weight’ to ‘light-weight’ ontologies (often referred to as ‘vocabularies’) by relying on simpler underlying knowledge representation formalisms (e.g., supporting just RDFS Schema or a subset of OWL Light formalisms instead of OWL-DL). Such tools are often web-based and collaborative in nature, allowing ontology engineers and domain experts to work together on the ontology development tasks. Examples include Cupboard and Neologism. Hepp et al. [26] suggested Wikis’ infrastructure and culture as an environment for constructing and maintaining consensual vocabularies for knowledge management.

Though this seems to be an appealing solution from the perspective of knowledge engineers, it produces a collection of named conceptual entities with a natural language definition, and such an ‘informal ontology’ cannot address specific requirements of e-learning environments such as those discussed in the introduction.

2.2 Tools Supporting Reuse of Existing Ontologies
Created through contributions of the Semantic Web community members, ontology libraries such as Swoogle, BioPortal, and Watson offer a constantly increasing number of specific domain ontologies. However, supporting tools are needed to facilitate the searching process and evaluation of the retrieved ontologies [8]. In addition, DBpedia, Freebase and other formally structured LOD knowledge bases could serve as domain ontologies. However, these knowledge bases are huge, covering a wide range of domains and topics and as such are not directly usable by educators. There is a need for tools that would allow for seamless extraction of segments of knowledge relevant for the educator’s needs (i.e., covering the course he/she is teaching). In addition, tools should enable educators to adapt the existing knowledge models to fit their specific conceptualization of the courses and the topics they teach.

2.3 Tools Supporting (Semi-)Automatic Ontology Development
These tools aim at reducing the human intervention to supervision of the development process and refinement of the results[14],[25]. They offer users with suggestions for ontology elements, typically based on the analysis of existing domain documents. The two paradigms characterizing this category of tools are discussed in the following subsections.

2.3.1 Generate and Purge
The Generate and Purge Approach is exemplified by the Text2Onto tool [27] used in this study(Fig. 1). In this approach, a user first selects and loads a set of input documents (area 1). This results in a list of terms being extracted from the documents that may or may not be shown to the user (area 2). Next, one or more algorithm(s) is/are selected for extracting a particular ontological feature(s) (in area 3 of Fig. 1, algorithms for Concept and Relation algorithms are selected). After running the algorithms, the selected terms (or phrases) are presented to the user as suggestions, typically accompanied by some additional information such as the weight indicating the relevancy of the terms (area 4). The user is then asked to accept or reject these suggestions (area 5) to narrow them down to those to be included in the resulting ontology.

![Fig.1 The Generate and Purge Approach as applied in the Text2Onto tool](image)
from linguistically annotated text collections. However, OntoLT does not offer support for the linguistic annotation; for that, it depends on another proprietary tool. A number of mapping rules are included in the tool, and users can create new ones (provided that they master the precondition language that OntoLT uses for defining mapping rules). OntoBuilder [44] relies on the Generate & Purge approach to enable the extraction of ontology concepts and properties from Web pages. The extraction is based on the heuristic rules that the tool learns from a training set of HTML documents. After being given the URL of a Web page, OntoBuilder identifies the elements of the page, and then generates a dictionary of terms by extracting labels and fieldnames from the Web page; it also recognizes relations among the extracted terms.

2.3.2 Build Incrementally

In the Build Incrementally approach, a system helps users to build an ontology step by step by suggesting concepts and relations that can expand the selected node of the ontology based on the analysis of the underlying document corpus. OntoGen tool [28] (Fig. 2) implements this approach. The user starts by loading the documents into the tool (not shown in Fig. 2). The starting point for building an ontology is the root node. In the unsupervised approach, the user can specify how many concepts the tool should suggest (area 1) as sub-nodes of a selected node (area 2). The tool generates suggestions and for each one presents some information (e.g., keywords describing a suggested concept and the number of documents from the corpus that contain the respective concept) that should help the user to make a decision about whether to include the concept or not. In Fig. 2, four suggestions for the selected (highlighted) node have been accepted by the user and included in the ontology graph. In this way, starting from the root node, the user iteratively expands the nodes until he/she is satisfied with the ontology.

2.4 Methodologies for Ontology Development

To produce high quality result (i.e., ontology), an ontology development process has to be driven by a sound methodology. The Semantic Web research community has put a significant effort in the development of methodologies for ontology development; Corcho et al. [46] give a nice overview of the developed methodologies, whereas Simperl et al. [47] report on their actual usage in ontology development projects, based on an empirical study of a large number of both academic and industry projects. In the context of this paper, the most relevant is the methodology proposed in [48] since it targets the ontology development process based on the use of ontology extraction tools. The proposed methodology recognizes several phases in the ontology development process and for each phase gives a detailed description of input and output elements, activities to be performed, supporting tools to be used, and decisions to be made. It thus provides domain experts with detailed guidance for selecting and preparing information sources, applying ontology learning tools and evaluating the learned ontology.

3 Method

This section introduces the main components of the conducted study and the processes used in the preparation and execution of the study.

3.1 Research Questions

The study was driven by the following three main research questions (RQs):

RQ1: How do educators perceive the utility of the existing ontology extraction tools? To answer this rather broad RQ, we first identified the elements that contribute to the user’s overall perception of the utility of an ontology extraction tool. Then, we investigated the perceived utility of the tools by exploring the identified elements:

- The users’ perception of how intuitive and easy-to-follow the underlying ontology building approach is (incremental vs. generate-and-purge);
- the users’ perceived value of the support the tool offers for active participation in and control over the ontology development process;
- the users’ perceived value of the support the tool offers for comprehending the structure of the resulting ontology (this is related to the visualization of the resulting ontology);
- the users’ perception of the tool’s support for manipulating the resulting ontology, i.e., for applying the desired changes (e.g., by manipulating the visual rep-
presentation of the ontology);  
- the users’ perception of the guidance and feedback the tool offers in the ontology development process;  
- the users’ overall impression of the tool – to what extent it met their expectations.

**RQ2:** *How do educators perceive the usability of the existing ontology extraction tools?* We were primarily interested in the perceived ease of interacting with and operating the tool; also, the educators’ ability to use the tool directly (i.e., without some form of training – ease of learning and use as per [29]); and the intuitiveness of the visualization(s) of the resulting ontology.

**RQ3:** *How do educators perceive the quality of the resulting ontologies?* We were particularly interested in this RQ, since the perceived quality of the resulting ontologies indirectly indicates the perceived usefulness of the tool for the end users. To answer this RQ, we first had to define the notion of quality of an ontology as well as the metrics to be used for assessing it. Unfortunately, the ontology quality research does not offer any empirically validated set of metrics, i.e., metrics empirically evaluated by following the well-established methods in software quality research. Zhan et al. [39] offer some metrics, but none of these metrics were empirically evaluated by following well-established methods. Accordingly, following the software quality research for similar type of software artifacts (i.e., UML class models and feature models) [40], [41], we considered the quality of an ontology in terms of its usability and maintainability, and also found that the best predictors of these quality dimensions are the number of features (i.e., concepts) and number of properties. By combining these metrics with the identified set of requirements for domain ontologies (see Section 1), we were able to define the characteristics of produced ontologies we wanted to elicit the educators’ opinion about. These characteristics include:

- quantity of the concepts and relationships in the ontology;  
- quality of concepts in the ontology (if the most important concepts were present);  
- how effectively the ontology describes the domain.

For all three research questions we also wanted to know if there was a significant difference between the members of IT and nonIT groups (defined in Section 3.3.1 below) in the way they perceived the utility (RQ1) and usability (RQ2) of the tested tools, as well as the perceived quality of the resulting ontologies (RQ3).

### 3.2 Study Design

The study aimed at collecting and exploring the participants’ perceived utility and usability of the existing ontology learning tools as well as their perceived quality of the resulting ontologies. To advance the existing research knowledge related to the ontology learning tools and their use by non-tech-savvy users in general and educators in particular (discussed in Sect. 2), we wanted to have a user study with a sufficiently large sample of educators and quantitative data. With such a sample size and data types, we were able to analyze the data in the way needed to address our research questions (Sect. 3.1).

### 3.3 Participants

#### 3.3.1 Study Scoping

The survey aimed at two well-defined groups of teachers having low level of variability among their members. The first group (labelled as IT later) gathered teachers with Computer Science, Software Engineering, or Information Technology background. Hence, members of this group are representatives of those end users who are in general very familiar with complex software tools utilization and may have some notions related to ontologies. The other group (labelled nonIT) gathered non-Computer Science/Software Engineering teachers. Its members represent educators who are not aware of ontologies and knowledge representation and are less familiar with complex software tools. The rationale for having these two distinct groups of participants was to explore whether and to what extent their perception of ontology extraction tools and the quality of the produced ontologies differs.

During the study design phase, we conducted a simulation with the goal to estimate the sample size that, given the expected answers and variability of the population, can maximize the statistical power of the experiments. The target number of participants was set to 15 people for each group since it was a reasonable trade-off between statistical power (generally at least 80% for the expected outcomes) and the actual capability of recruiting a great number of participants. The simulations, performed using SAS software, assumed a latent normal distribution beneath the Likert-scale measurement and used Analysis of Variance (ANOVA) for comparing the tools.

#### 3.3.2 Participant Selection

The participants were required to have at least a master’s and preferably a PhD degree; plus at least three years of experience in teaching or course development. Also, they were required to have a substantial course material for the entire course they teach in electronic format: Word, PDF or PowerPoint documents or HTML pages.

The participants were recruited from the university faculty. Departments at authors’ respective universities were targeted, as well as through other authors’ connections, such as departments of our research partners from different post-secondary teaching and research institutions in Canada. The interested participants were screened by the research team for their background and the completeness level of their course material to guarantee the quantitative homogeneity of the basic input into the ontology building tools. The participant recruitment started in June 2008, though due to the summer season it was very low till September 2008, when we recruited most of the participants and started our experiments.

Total of 28 participants were recruited and retained for the study, 18 with the IT background, and 10 with non-IT background. However, due to some unforeseen time conflicts, one of the participants did not manage to finish the study, and thus did not provide us with fully completed questionnaire data. We did not consider the data of this user in our analysis. Even though we originally aimed at
a 50-50 split, some participants from the departments that indicated non-IT background were categorized as IT, due to their prior education in Computing (e.g., their MSc or PhD degree was in Education, but their BSc degree was in Computing).

3.4 Materials
The materials used in the study included: the course material provided by the participants, questionnaires and the ontology extraction tools selected for the study.

3.4.1 Tool Selection
Information about the current state-of-the-art tools for the ontology learning was collected by exploring the literature(e.g., [30], [23], [14], [16]). However, out of almost a dozen tools mentioned in research papers, only four of them were publicly available on the Internet: OntoGen, Text2Onto and its predecessor TextToOnto, and OntoLT. Those were the tools that we managed to download and install. For the purpose of our study we decided to use two of them: Text2Onto and OntoGen. TextToOnto was discarded because it was superseded by TexToOnto. OntoLT was rejected as it depends on another proprietary tool which we did not have access to. Besides their availability, another reason for selecting Text2Onto and OntoGen was that they implement the two most widely researched approaches to ontology learning (Sect. 2.3).

Text2Onto. Text2Onto is an ontology-learning framework which supports automatic or semi-automatic generation of ontologies from textual documents. It combines machine learning with basic linguistic processing for learning atomic classes, class subsumption and object properties. The framework provides a Graphical User Interface allowing a user to define the document corpus from which the ontology will be created, then select the available algorithms to be applied for generating concepts/relations, and finally review the extracted concepts and relations. The tool is based on the “Generate and Purge” interaction paradigm (c.f. Section 2.3.1. In the publications related to this tool, we were not able to find any that discusses the evaluation of the tool.

OntoGen. OntoGen is oriented towards semi-automatic ontology construction. It is an interactive tool that aids a user during the ontology construction process by suggesting concepts, automatically assigning instances to concepts and providing visual representation of both the ontology and the corpus the ontology is built upon. To build an ontology, a user has to supply a set of documents that reflects the domain for which the ontology is to be built. The tool assists the user in every step of the concepts’ hierarchy development by suggesting sub-concepts of the currently selected concept. The interaction paradigm used by OntoGen is “Build Incrementally”, described in Section 2.3.2. The tool was evaluated [28] with two groups of students, one consisting of 48 Computer Science students and the other of 43 Psychology and Pedagogy students. After a brief introduction of the tool’s purpose and a demonstration of its functionalities, the students were asked to create ontologies using the corpus provided by the researchers. They also filled in questionnaires before and after using the tool (details of the questionnaires were not given). The authors report that the participants were mostly positive about the tool and its features. The tool is reported to be efficient, offering a lot of space for user intervention and handy visualizations. The identified drawbacks include: the lack of detailed instructions, the need to learn how to use it, and occasional slowness. However, since the design and results of the evaluation study are just briefly presented, it is not possible to derive any firm conclusions about the tool and its perceived usefulness.

3.4.2 Questionnaires
We relied on two questionnaires (available at http://www.sfu.ca/~mhatala/tlt2012/). The first questionnaire was designed for collecting the participants’ perceived value of the tested tools and the created ontologies. It consisted of two groups of questions: 1) questions about the perceived utility and usability of the tested tools, and 2) questions about the perceived quality of the developed ontologies. This questionnaire was supposed to be filled in by the participants after they completed the ontology creation process with each tool. The questionnaire used 5-point Likert scale with values ranging from Completely Disagree to Completely Agree. The second questionnaire consisted of questions about participants’ experience in using the tested tools. More precisely, it included questions regarding the tools’ intuitiveness, ease of interaction, pros and cons, and participants’ expectation. All questions were open-ended with 200-word limit for the answers. This questionnaire was supposed to be filled in by the study participants after the ontology development task was done with both tools.

3.4.3. Course Material Provided by the Participants
The selected tools require domain specific documents in plain text format as the input to the ontology extraction process. On the other hand, the great majority of course materials submitted by the users were in the form of (rich-) text documents, slide presentations, or HTML pages. To minimize the efforts of the study participants, we asked them to provide their course materials to the research team, and the team performed the required transformations of the participants’ materials into the format the tools could process. The same materials were used as input for both OntoGen and Text2Onto tools.

Table 1 gives the basic descriptive statistics about the documents we obtained from the participants. The data are grouped based on the type of the received documents (text documents, slides, HTML pages). The last row of the table contains the statistics about the overall number of words contained in the submitted material, once we converted them into text files to be used in the experiments.

3.5 Study Procedure
The participants submitted their course material to the research team upfront. The research team converted the materials into plain text format that was an accepted format for both tools. To avoid problems with tools installation on participants’ machines, a specific remote server was prepared with all the tools installed and the course material ready in the text format. The server was accessi-
able via remote desktop and assistance was available via Skype communication software during the whole session. The assistance was provided by a research assistant with experience in using the tools selected for the study, along with a strong expertise to tackle all technical challenges that could have arose during the study (such as remote connection and software compatibility issues). A step-by-step instructional package was made available to the participants a few days ahead of their scheduled session. It included: i) instructions on how to connect to the remote server and control the test environment; ii) information about and instructions on how to use the selected ontology building tools: Text2Onto and OntoGen.

Table 1. Descriptive statistics of course material: N – number of participants who supplied this type of material (N.B. some participants had mixed type of materials such as slides and HTML pages, while the overall number from whom we collect this data is 27 as reported in the last row); Min, Max, Mean, and SD – respectively minimal, maximal mean value, and standard deviation of numbers of the submitted units (i.e., files, pages, documents, words).

<table>
<thead>
<tr>
<th>Type of Material</th>
<th>N</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Presentation slide files</td>
<td>10</td>
<td>6</td>
<td>36</td>
<td>14.6</td>
<td>8.6</td>
</tr>
<tr>
<td>Text Documents (PDF and MS Doc)</td>
<td>17</td>
<td>1</td>
<td>25</td>
<td>10.6</td>
<td>6.1</td>
</tr>
<tr>
<td>HTML pages</td>
<td>2</td>
<td>107</td>
<td>144</td>
<td>125.5</td>
<td>26.2</td>
</tr>
<tr>
<td>Number of words</td>
<td>27</td>
<td>4,345</td>
<td>293,555</td>
<td>59,372</td>
<td>78,000</td>
</tr>
</tbody>
</table>

During the session, the participants were asked to build an ontology describing their subject of expertise from the course material they had provided, and using the tools selected for the study. No training was provided for the tools, as we distributed the instructions on how to use the tools. There were no time constraints for the ontology creation process, with the majority of the sessions lasting between 2 and 3 hours.

After completing the task with the first tool (Text2Onto) the participants were asked to fill in the first questionnaire (the one consisting of questions about the tested tool and the developed ontology). Next, having used the second tool (OntoGen) for ontology development, the participants evaluated it as well (using the same questionnaire). Finally, they filled in the second questionnaire (the one about their experience in using the tools). The obtained results are discussed in Section 4.

### 3.6 Data Analysis

#### 3.6.1 Content Analysis

The study collected both quantitative and qualitative data. Qualitative data originated from the participants’ answers to open-ended questions of the second questionnaire (Sec. 3.4.2).

Content analysis, generally used for systematically studying large amounts of communication content (e.g., articles, discussion forum messages, or blogs), was applied here for an interpretative inquiry. The process we followed was based on a combined method from [31] and [32]. Each answer was analyzed to identify the keywords associated with the participants’ feedback and to understand its context.

The key characteristic of content analysis is that the analyzed content is categorized by researchers. Based on the participants’ answers, we developed a coding scheme (see Sec. 4) for each of the open-ended questions. Three raters tested the scheme by applying it to five randomly selected questions and fine-tuned the coding manual. In the next step, the three raters applied the scheme independently to rate the answers. In the final step all the differences were resolved through a discussion in a meeting between the three raters. We should note that we wanted to report on the inter-rater reliability. However, Cohen’s kappa is applicable for two raters and only one category assigned per answer. Similarly, intra-class correlation coefficient is suitable for more than two raters, but again it requires one category assigned per answer only. We have not found a way to compute the measure for the situation with multiple raters and multiple categories per answer.

In the tables presenting the results of content analysis (Tables 3, 4, 6, 7 and 8), for each code of the developed coding schemes (one coding scheme for each question), the percentage of answers is given for the IT group, the nonIT group, and the number of the code occurrence for each tested tool (more than one code could be assigned to a single answer). We tested for significance of the difference between the groups using chi-square statistics. If there is a significant difference in the code occurrence between the IT and nonIT groups, it is clearly indicated in the table and its caption, and we also address the issue explicitly in the discussion text.

#### 3.6.2 Methods and Test

To analyze the collected quantitative (Likert-scale) data we used standard descriptive statistics (as reported in [33] to be a common practice) including mean and standard deviation values. While there are two schools of thoughts on how Likert scales should be analyzed [34], there is a significant amount of empirical evidence that Likert scales can be used as interval data [35], [36]. Accordingly, having checked for the normality of the data distribution, we did the analysis of difference between the IT and nonIT groups by using parametric tests.

As already indicated, relations between the categorical data are tested by using the chi-square test.

### 4 RESULTS AND DISCUSSION

In this section we present the results of both quantitative and qualitative analysis of the collected data. The results are presented and discussed in the context of our research questions (Sec. 3.1).

#### 4.1 RQ1: The Perceived Utility of the Tools

In Table 2, we report on the results we got by analyzing the participants’ responses to the questions related to the utility of the tested tools. As the table indicates, the find-
nings are predominantly negative. In what follows, we discuss these results as well as the results of the open-ended questions related to this RQ. The discussion is organized around the elements that have been identified as central to the educators’ overall perception of the tools’ utility (see RQ1 in Sec. 3.1).

The perceived ability to actively participate in and have control over the ontology development process. The participants’ responses to question A.1 (Table 2) demonstrate that, for both tools, the participants felt that they would like to be engaged in the process of generating the ontologies. This was more pronounced in the case of Text2Onto where the user input is limited to removing concepts and relationships extracted from the supplied course materials. One participant complained on this limitation by saying: “I couldn’t move concepts or elaborate some of my ideas further”. Another user experienced a similar problem: “I wanted to bring it [deleted concept] back and say it was important but it had disappeared from the screen”. OntoGen engages users more by letting them directly control which concepts in the ontology will be further expanded.

Question A.2 indicates that in the case of OntoGen, the participants felt that the tool is in control of the process. One participant echoed this negative aspect of the tool, saying: “I feel I have no control on OntoGen. It will generate sequences of keywords, which are not well-related,...”. In case of Text2Onto the participants were neutral. There was a statistically significant difference between the two tools, as shown in the last column (paired t-test) of Table 2. Importantly, in neither case the users felt that they were in control of the tool and the process, which negatively affects their attitude towards the tools.

The perceived intuitiveness of the ontology building approach. As indicated by question A.3 (Table 2), the participants were neutral with respect to how easy the process of obtaining the ontology was.

More significant feedback on this topic was obtained through the participants’ responses to the open-ended question asking them to comment on the intuitiveness of the approach each tool is based upon. Table 3 summarizes the results of the content analysis based on the developed coding scheme. Four (out of seven) codes addressed the intuitiveness explicitly: INT - intuitive, LI - lack of intuitiveness, NVI - not very intuitive and GI - gradually intuitive. Although 25.9% of users found OntoGen and 37% found Text2Onto to be intuitive (col. INT), the scores for negative comments are even higher.

Text2Onto is much less intuitive with over 48% of participants describing it as lacking intuitiveness (col. LI) or not very intuitive (col. NVI). The following comments exemplify the overall impression on Text2Onto’s intuitiveness: “Unclear since I didn’t understand what the different algorithms would do”; “I had no idea what I was supposed to do or what the language it was using meant”.

OntoGen was perceived as more or less unintuitive for 26% of the participants: 22.2% found it not very intuitive, and for 3.7% of users it fully lacked intuitiveness. One of its features which was particularly unintuitive for the users is the way it generates suggestions: “How ‘suggestions’ work needs to be better explained in the instructions”; “Not intuitive, esp for the part on how to generate suggestions.”

For 14.8% of the participants OntoGen became gradually more intuitive with use (col. GI), as opposed to 7.4% for Text2Onto. Interestingly, both tools became gradually more intuitive for the larger number of nonIT participants. Some participants explicitly described one tool with respect to the other tool (Table 3, col. BOT), with 14.8% considering OntoGen a better tool than Text2Onto.

Overall, we consider the results for both tools to be rather negative. This indicates that the two ontology building approaches (Incremental Development and Generate-and-Purge), as implemented in the considered tools, are not suitable for use by educators without providing them with sufficient training (written guidelines as those provided in Sect. 3.5 are clearly not enough).

It might be interesting to mention that even though they were not explicitly asked about the visualization, when answering this question, the majority of participants commented on the visualization offered by the tools. In particular, 11.9% of the participants considered OntoGen providing a good visualization (Table 3, col. GV); whereas a small number of participants reported that a visualization was missing (Table 3, col. MV). This indicates that visualization is an important component of an ontology extraction tool as it obviously has an impact on the perceived intuitiveness of the overall ontology building approach.

Table 2. Text2Onto and OntoGen comparison based on participants’ answers to the questionnaire. Both IT and nonIT participants are included. Values reported are from 5-value Likert scale (1-Completely Disagree, 2-Disagree, 3-Neither agree nor disagree, 4-Agree, 5-Completely Agree). (M, SD, N) values represent mean, standard deviation, and sample count. Paired t-test results are shown only for significant differences between Text2Onto and OntoGen.

<table>
<thead>
<tr>
<th>Question</th>
<th>Text2Onto (M, SD, N)</th>
<th>OntoGen (M, SD, N)</th>
<th>Paired t-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.1 I prefer to participate in the process of creating an ontology</td>
<td>4.11, 1.01, 27</td>
<td>3.76, 1.05, 25</td>
<td>-</td>
</tr>
<tr>
<td>A.2 I felt in control of the process while obtaining the ontology</td>
<td>3.21, 1.06, 28</td>
<td>2.33, 1.03, 27</td>
<td>t(52.9)=3.10, p=0.003</td>
</tr>
<tr>
<td>A.3 I found the process of obtaining the ontology easy to accomplish</td>
<td>3.14, 1.07, 28</td>
<td>3.00, 1.51, 27</td>
<td>-</td>
</tr>
<tr>
<td>A.4 Visual representation of ontology helps the creation process.</td>
<td>4.17, 0.90, 28</td>
<td>3.44, 1.15, 27</td>
<td>t(49.2)=2.61, p=0.011</td>
</tr>
<tr>
<td>A.5 Being able to manipulate the generated ontology (e.g., add new elements, exclude those that I find unimportant, etc.) would improve my work.</td>
<td>4.25, 0.96, 28</td>
<td>3.88, 1.25, 27</td>
<td>-</td>
</tr>
</tbody>
</table>
Finally, it is worth mentioning the participants’ feedback on the ontology extraction approach that was indirectly collected through their responses to the open-ended questions related to the pros and cons of the tested tools. When commenting on the positive aspects of the tools (Table 6), over 55% of the participants stated that the biggest strength of Text2Onto is its ease of use (col. Ease) stemming primarily from its automatic generation of a large number of concepts and relationships (“I really like the output of the tool with respect to the very many concepts extracted from the course”). A large number of the nonIT participants (Table 6, col. Ease: 80%) valued this feature as positive vs. only half this number of the IT participants (41.2%). This indicates that for the nonIT users the generate-and-purge strategy for ontology building (used by Text2Onto) is more appealing than the incremental development approach (implemented by OntoGen).

The perceived ability to comprehend the structure of the resulting ontology. Related to the previous observation, results for question A.4 (Table 2) indicate that an ability to visualize the ontology is important. On average, participants expressed a significantly higher importance of visualization in case of Text2Onto than in case of OntoGen. This could have been expected since Text2Onto provides a long list of proposed concepts and relationships along with their weights in a tabular form, without any representation of the structure of the resulting ontology. The participants were “missing a visualization” to help them comprehend the ontology structure, or in the words of one user: “I have no clue what the ontology really looks like, sorry. Just looking at a list of relations didn’t help me much”.

The perceived support for manipulating the resulting ontology. In question A.5 (Table 2), the participants expressed that a support for manipulating the generated ontology is a desirable characteristic of any tool for this purpose. They felt more strongly about this in case of Text2Onto than in case of OntoGen, but the difference was not significant.

Explaining the difficulties he encountered in manipulating the result in Text2Onto, one participant wrote: “I found that I had to click so many times as I had such a wealth of concepts to consider. I am not sure how to change this but it was a great many clicks and almost had my wrist weary” (NB: this comment is from the only user who changed the ranking for all the concepts). The users were also struggling with OntoGen when trying to adapt the tool’s output to their needs: “Difficult, because not flexible enough. After suggestions at level 1, could not proceed down any more levels”. Similar user perceptions were reported in [48].

The perception of the guidance and feedback offered by the tool. Having guidance during the process is perceived important (Question A.6, Table 2). Especially in case of OntoGen with a mean at 4.55, the participants were very uncertain how to proceed (e.g., one user wrote that it “could have been better if one could get new suggestions after adding new concepts and linking the appropriate files”).

A number of participants mentioned the lack of feedback as a negative feature of both tools (Table 7, col. LF). Complaining on the lack of feedback in Text2Onto, one user wrote: “After click[ing] the run button, no feedback when it took a while to generate the result”.

Meeting expectations. We were also interested to learn about the participants’ overall impression of the tools’ utility, i.e., whether the tools met their expectation or not. Table 4 summarizes the findings we got by analyzing the open-ended question asking the participants if and to what extent the tools met their expectations.

Table 4.Meeting Expectations. The codes have self-evident meaning. The values with a star show a statistically significant difference between IT and nonIT groups.

<table>
<thead>
<tr>
<th>Tool</th>
<th>IT (%)</th>
<th>NonIT (%)</th>
<th>Total (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OntoGen</td>
<td>29.4%</td>
<td>35.3%</td>
<td>35%</td>
</tr>
<tr>
<td>Text2Onto</td>
<td>30%</td>
<td>40%</td>
<td>35.9%</td>
</tr>
</tbody>
</table>

For OntoGen, the opinions of the participants were split into three approximately same-sized groups, where OntoGen met expectations for 29.6% of the participants, met them partly for 25.9%, and did not meet for 29.6% of the participants. Those with unmet expectations were “expecting a more detailed ontology” and felt that the tool did not go well ahead of what they could have done without it (“It did provide a nice concept map with relations, but I’m not sure how this would add to what I could do myself”). They also found the suggestion of concepts rather poor (“The suggested first level and the sub-concept suggestion are helpful but not accurate at all.”). In terms of meeting users’ expectations, no major differences were noticed except a slightly higher proportion of dissatisfied IT participants than nonIT.
For Text2Onto the opinions were much more negative, especially from the IT participants. For 82.4% of the IT participants, Text2Onto did not meet their expectation as opposed to 40% of the nonIT participants. This difference was statistically significant with $\chi^2 (1, N=27) = 5.08, p=0.024$. The difference for answer “Yes” was also statistically significant where Text2Onto met expectations for 30% of the nonIT participants and for no IT participant ($\chi^2(1, N=27)=5.74, p=0.017$). The participants dissatisfaction came primarily from “too many concepts and relations [that] were learned” they felt “unable to really work with”. In fact, the following comments reflect the main reason the users felt that Text2Onto did not meet their expectations: “I was expecting to have a list of central concepts and relations but that didn’t work” and “It reveals some relevant concepts and relations, but the concepts contain too many irrelevant ones, while the relations revealed are true but kind of trivial”.

These and similar comments indicate that unmet expectations were more related to the tools’ output (i.e., the produced ontologies) than to the interaction with the tools during the ontology construction process.

**Influence of Participant’s Background on Tool Evaluation.** We were also interested to know whether participants’ background has an influence on the perception of the tool’s utility. Therefore, we processed the responses to questions A1-A6 (Table 2) independently for each tool, while calculating and comparing the means of the two groups (IT and nonIT) using the paired t-test. Although none of the differences between the two groups were found to be significant, there are several cases where the participants’ background caused the shift in the response mean. Table 5 shows the comparison results.

**Table 5.** Comparison of participants’ evaluation based on the participants’ background. Answers were compared separately for Text2Onto and OntoGen. Paired t-test did not show any statistically significant differences between IT and nonIT groups. For question text and Likert scale values refer to Table 2.

<table>
<thead>
<tr>
<th>Question</th>
<th>Text2Onto-IT (M, SD, N)</th>
<th>Text2Onto-nonIT (M, SD, N)</th>
<th>OntoGen-IT (M, SD, N)</th>
<th>OntoGen-nonIT (M, SD, N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.1</td>
<td>4.17, 1.07, 17</td>
<td>4.00, 0.94, 10</td>
<td>3.80, 1.14, 15</td>
<td>3.70, 0.94, 10</td>
</tr>
<tr>
<td>A.2</td>
<td>3.27, 1.07, 18</td>
<td>3.10, 1.10, 10</td>
<td>2.23, 0.97, 17</td>
<td>2.50, 1.17, 10</td>
</tr>
<tr>
<td>A.3</td>
<td>3.11, 1.07, 18</td>
<td>3.20, 1.13, 10</td>
<td>2.76, 1.34, 17</td>
<td>3.40, 1.77, 10</td>
</tr>
<tr>
<td>A.4</td>
<td>4.33, 0.76, 18</td>
<td>3.90, 1.10, 10</td>
<td>3.47, 1.00, 17</td>
<td>3.40, 1.42, 10</td>
</tr>
<tr>
<td>A.5</td>
<td>4.33, 0.97, 18</td>
<td>4.10, 0.99, 10</td>
<td>3.76, 1.39, 17</td>
<td>4.10, 0.99, 10</td>
</tr>
<tr>
<td>A.6</td>
<td>4.22, 1.00, 18</td>
<td>4.10, 0.99, 10</td>
<td>4.41, 1.00, 17</td>
<td>4.80, 0.42, 10</td>
</tr>
</tbody>
</table>

In the case of Text2Onto, the only difference worth commenting on is related to the question A.4 where the IT group felt a stronger need for the visual representation (M=4.33) than the nonIT group (M=3.90). This preference was not visible in the case of OntoGen.

The nonIT group found the process of obtaining ontology easier (M=3.40) in case of OntoGen than the IT group (M=2.76). However, both means are in the middle of the scale indicating neutral position on this question. The nonIT group also preferred more guidance (M=4.80) for OntoGen than the IT group (M=4.41). As we commented above, both values indicate a serious need for guidance during the process.

**4.2 RQ2: the Perceived Usability of the Tools**

To answer this research question, we made use of the participants’ answers to the open-ended questions. In particular, one of those questions directly addressed the usability aspect that was of primary importance for us: the ease of interacting with and manipulating the tools. We were also able to indirectly collect the participants’ feedback on other usability aspects from their answers to the questions related to the tools pros and cons.

The ease of interacting with and manipulating the tool. As can be seen in Table 8, the participants’ responses to this question were split in the middle for OntoGen: 40.7% considered it easy to use while 37% considered it not very easy to use. More nonIT participants considered OntoGen not very easy. Some of them felt that some common interaction elements were missing and that seriously affected the perceived usability of the tool (“Poor – couldn’t do standard stuff like select multiple items to move at once, or use a drag-and-drop technique. Couldn’t use return to submit request. Couldn’t manually adjust diagram to see it better”).

In case of Text2Onto, 66.7% of all the participants considered it easy to use (“Fairly easy once you got over geek-speak”); this includes 90% of the nonIT participants and only 52.9% of the IT participants. This difference was statistically significant ($\chi^2 (1, N=27) = 3.89, p=0.049$). OntoGen’s visualization was described as hard to manipulate by 22% of the participants (“I like the visual approach, but ... almost impossible to edit”), against 7.4% in case of Text2Onto. A small number of the nonIT participants found both tools lacking feedback; while a few of the IT participants felt they had no control of the process (11.8% for Text2Onto).

Overall, the opinions on this question are split and the matter of usability of ontology building tools should be studied more carefully. However, an interesting pattern can be observed for the Text2Onto tool from the users’ responses to this question and the one on intuitiveness of the ontology building approach (Table 3). With its simpler interface that hides the structural aspects of the ontology, the nonIT group have found Text2Onto easy to use (90%; Table 8, col. Easy), although 40% reported that it was not intuitive (Table 3, col. INT) or it gradually became intuitive (20%; Table 3, col. GI).

**Additional insights on usability.** We were able to get additional insights on the tools usability by analyzing the content of responses to the open-ended questions about the tools’ pros (Table 6) and cons (Table 7). As Table 6 indicates, only 26% of the participants described ease of use (col. Ease) as a positive characteristic for OntoGen. One user found it particularly difficult to handle: “I would have
had a hard time if I had not read the manual before starting the experiment. Even then, I referred back to it several times and asked the Assistant for clarifications”. However, the participants valued OntoGen’s visualization aspects, with over 74% explicitly identifying visualization (col. Viz) as a positive characteristic (“It was nice to see the visual ontological representation arise as I worked”). While no user explicitly identified visualization as a feature of Text2Onto, 20% of the nonIT participants were positive about the ranking of concepts it offers (“Easy and insightful to see the concepts which ranked the highest”). Obviously, visualization is a highly valued characteristic (“Visual organization of course content – helps in analyzing of what’s there and what’s not”; “Visualization of concepts is definitely nice to have”) and should be provided in tools for ontology building to help boost its usability.

Table 6. Pros of the tools. The codes have the following meaning: Ease-Ease of use /automatic generation of ontology, Viz- Visualization, UC- User control, Nthng-nothing good, Rnk- ranking of concepts. The values with a star show statistically significant difference between the IT and nonIT groups.

<table>
<thead>
<tr>
<th></th>
<th>Ease</th>
<th>Viz</th>
<th>UC</th>
<th>Nthng</th>
<th>Rnk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ontogen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>23.5</td>
<td>70.6</td>
<td>17.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>nonIT</td>
<td>30%</td>
<td>80%</td>
<td>30%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>25.9</td>
<td>74.1</td>
<td>22.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Text2Onto</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>*41.2%</td>
<td>-</td>
<td>11.8</td>
<td>23.5</td>
<td>-</td>
</tr>
<tr>
<td>nonIT</td>
<td>*80%</td>
<td>-</td>
<td>-</td>
<td>10%</td>
<td>20%</td>
</tr>
<tr>
<td>Total</td>
<td>55.6</td>
<td>7.4%</td>
<td>18.5%</td>
<td>7.4%</td>
<td></td>
</tr>
</tbody>
</table>

Table 7. Cons of the tools. The codes have the following meaning: Miss- missing concepts and relationships, TME- too many generated concepts, nGUI- not friendly GUI, LF-lack of feedback, LC-lack of user control, Mac-Mac incompatibility, and Crash.

<table>
<thead>
<tr>
<th></th>
<th>Miss</th>
<th>TME</th>
<th>nGUI</th>
<th>LF</th>
<th>LC</th>
<th>Mac</th>
<th>Crash</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ontogen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>29.4%</td>
<td>5.9%</td>
<td>29.4%</td>
<td>11.8%</td>
<td>17.6%</td>
<td>11.8%</td>
<td>11.8%</td>
</tr>
<tr>
<td>nonIT</td>
<td>30%</td>
<td>-</td>
<td>40%</td>
<td>30%</td>
<td>-</td>
<td>10%</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>29.6%</td>
<td>3.7%</td>
<td>33.3%</td>
<td>18.5%</td>
<td>11.1%</td>
<td>7.4%</td>
<td>11.1%</td>
</tr>
<tr>
<td>Text2Onto</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>23.5%</td>
<td>29.4%</td>
<td>23.5%</td>
<td>-</td>
<td>5.9%</td>
<td>17.6%</td>
<td>-</td>
</tr>
<tr>
<td>nonIT</td>
<td>30%</td>
<td>-</td>
<td>10%</td>
<td>20%</td>
<td>20%</td>
<td>-</td>
<td>20%</td>
</tr>
<tr>
<td>Total</td>
<td>25.9%</td>
<td>18.5%</td>
<td>18.5%</td>
<td>7.4%</td>
<td>11.1%</td>
<td>11.1%</td>
<td>7.4%</td>
</tr>
</tbody>
</table>

Table 8. The ease of interacting with and manipulating the tool. The codes have the following meaning: Easy- easy to use, NVE- not very easy to use, VP- hard to manipulate the visualization, LF- lack of feedback, NC- user has no control over the process. The values with a star show statistically significant difference between the IT and nonIT groups.

<table>
<thead>
<tr>
<th></th>
<th>Easy</th>
<th>NVE</th>
<th>VP</th>
<th>LF</th>
<th>NC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ontogen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>41.2%</td>
<td>29.4%</td>
<td>29.4%</td>
<td>-</td>
<td>11.8%</td>
</tr>
<tr>
<td>nonIT</td>
<td>40%</td>
<td>50%</td>
<td>10%</td>
<td>20%</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>40.7%</td>
<td>37%</td>
<td>22.2%</td>
<td>7.4%</td>
<td>7.4%</td>
</tr>
<tr>
<td>Text2Onto</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>*52.9%</td>
<td>29.4%</td>
<td>-</td>
<td>-</td>
<td>5.9%</td>
</tr>
<tr>
<td>nonIT</td>
<td>*90%</td>
<td>10%</td>
<td>20%</td>
<td>10%</td>
<td>-</td>
</tr>
<tr>
<td>Total</td>
<td>66.7%</td>
<td>22.2%</td>
<td>7.4%</td>
<td>3.7%</td>
<td>3.7%</td>
</tr>
</tbody>
</table>

Among the negative aspects of the tools (Table 7), the participants mentioned the not-user-friendly GUI (col. nGUI): 33.3% for OntoGen and 18.5% for Text2Onto. Mac incompatibility (col. Mac) and frequent crashes (col. Crash) were also reported.

4.3 RQ3: The Perceived Quality of the Ontology

Table 9 provides some basic descriptive statistics regarding the ontologies that the participants produced. These statistics clearly indicate that the two evaluated tools produced ontologies of different sizes and complexity. The participants’ perceptions of the quality of the produced ontologies are given in Table 10.

As Table 10 indicates, all the participants’ responses fall in the lower end of the scale. The participants perceived that OntoGen produces significantly worse ontologies than Text2Onto from the perspective of how effectively it describes the domain (Question B.2). However, it outperformed Text2Onto in the appropriate number of concepts that describe the domain (Question B.4). Both differences were statistically significant. The participants were in general dissatisfied with the generated ontologies; the level of dissatisfaction was higher (but not statistically significant) for OntoGen. Moreover, whereas the quality of generated concepts was considered fair (Question B.5), the participants expressed a need for more relationships in the generated ontologies (Question B.3).

These findings are further supported by the responses to the open-ended questions about the tools’ pros and cons. In particular, the users identified missing ontology elements as a negative aspect of both tools (Table 7, col. Miss): 29.6% of them considered this as a negative characteristic of OntoGen (“I expected a more detailed ontology”), and 25.9% had the same opinion about Text2Onto (“I like...”)
the way that the tool works, but it does not seem to grasp the main concepts of the course”). Commenting on OntoGen, one user stated that the “Basic idea is nice. If it generated a more complete graph I would be interested in experimenting with it.”

Table 9. Descriptive statistics of produced ontologies: \( N \) – number of participants; \( \text{Min, Max, Mean, and SD} \) – respectively minimal, maximal, mean value, and standard deviation of numbers of the concepts or relations (N.B. number of words is from Table 1)

<table>
<thead>
<tr>
<th></th>
<th>( N )</th>
<th>( \text{Min} )</th>
<th>( \text{Max} )</th>
<th>( \text{Mean} )</th>
<th>( \text{SD} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concepts (OntoGen)</td>
<td>25</td>
<td>4,345</td>
<td>293,555</td>
<td>59,372</td>
<td>78,000</td>
</tr>
<tr>
<td>Relations (OntoGen)</td>
<td>22</td>
<td>3</td>
<td>26</td>
<td>8.6</td>
<td>5.9</td>
</tr>
<tr>
<td>Concepts (Text2Onto)</td>
<td>22</td>
<td>0</td>
<td>13</td>
<td>3.2</td>
<td>4.0</td>
</tr>
<tr>
<td>Relations (Text2Onto)</td>
<td>19</td>
<td>0</td>
<td>155</td>
<td>53.4</td>
<td>44.4</td>
</tr>
</tbody>
</table>

Table 10. Comparison of the resulting ontologies built using Text2Onto and OntoGen. Both the IT and nonIT participants are included. Values reported are from a 5-value Likert scale: for question B.1 – B.3, the scale is 1-Completely Disagree, 2-Disagree, 3-Neither Agree nor Disagree, 4-Agree, 5-Completely Agree. For question B4 the scale is 1-Not enough even for a rough description of the domain, 2-Enough for a rough description of the domain, 3-Enough for a fair description of the domain, 4-Enough for a detailed description of the domain, 5-Too many even for a detailed description of the domain. For question B5 the scale was 1-Poor, 2-Fair, 3-Good, 4-Very Good, 5-Excellent. Paired t-test results are shown only for significant differences between Text2Onto and OntoGen.

<table>
<thead>
<tr>
<th>Question</th>
<th>Text2Onto ( (M, SD, N) )</th>
<th>OntoGen ( (M, SD, N) )</th>
<th>Paired t-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>B.1 I am happy with the resulting ontology</td>
<td>2.96, 1.03, 28</td>
<td>2.44, 0.93, 27</td>
<td>t(52.5)=2.31, p=0.024</td>
</tr>
<tr>
<td>B.2 The ontology describes effectively the domain it is built for</td>
<td>3.10, 1.06, 28</td>
<td>2.48, 0.93, 27</td>
<td>-</td>
</tr>
<tr>
<td>B.3 I would like to have some additional relations in the generated ontology.</td>
<td>3.59, 0.97, 27</td>
<td>3.48, 0.89, 27</td>
<td>t(43.8)=-2.48, p=0.016</td>
</tr>
<tr>
<td>B.4 The number of concepts in the ontology are…</td>
<td>2.29, 0.99, 27</td>
<td>3.15, 1.46, 26</td>
<td>-</td>
</tr>
<tr>
<td>B.5 The quality of concepts in the ontology are (i.e. the most important concepts are included) …</td>
<td>2.50, 0.92, 28</td>
<td>2.15, 1.00, 26</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 11. Evaluation of produced ontologies based on participants’ background. Answers were compared separately for Text2Onto and OntoGen. Paired t-test did not show any statistically significant differences between the IT and nonIT groups. For the question text and Likert scale values refer to the caption of Table 10.

<table>
<thead>
<tr>
<th>Question</th>
<th>Text2Onto-IT ( (M, SD, N) )</th>
<th>Text2Onto-nonIT ( (M, SD, N) )</th>
<th>OntoGen-IT ( (M, SD, N) )</th>
<th>OntoGen-nonIT ( (M, SD, N) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>B.1</td>
<td>2.88, 1.02, 18</td>
<td>3.10, 1.10, 10</td>
<td>2.29, 0.84, 17</td>
<td>2.70, 1.05, 10</td>
</tr>
<tr>
<td>B.2</td>
<td>3.22, 0.94, 18</td>
<td>2.90, 1.28, 10</td>
<td>2.29, 0.91, 17</td>
<td>2.80, 0.91, 10</td>
</tr>
<tr>
<td>B.3</td>
<td>3.77, 1.00, 18</td>
<td>3.22, 0.83, 9</td>
<td>3.70, 0.77, 17</td>
<td>3.10, 0.99, 10</td>
</tr>
<tr>
<td>B.4</td>
<td>2.27, 1.07, 18</td>
<td>2.33, 0.86, 9</td>
<td>2.87, 1.45, 16</td>
<td>3.60, 1.42, 10</td>
</tr>
<tr>
<td>B.5</td>
<td>2.38, 0.97, 18</td>
<td>2.70, 0.82, 10</td>
<td>2.06, 0.85, 16</td>
<td>2.30, 1.25, 10</td>
</tr>
</tbody>
</table>

Too many elements generated (Table 7, col. TME) was also identified as a negative feature, mainly for Text2Onto (18.9% of the participants). Users commented that the tool generates “Too many concepts, most irrelevant” and that “It was almost as though we were reading a dictionary of random words”. Interestingly, too many elements generated were a concern of the IT group only. Another important observations regarding Text2Onto is the ambiguity of the extracted concepts (“Some of the terms used for concepts are difficult to understand without referring to other sources”).

These results indicate that ontologies produced by the current ontology extraction tools are not at the level of quality required for the deployment of semantic web technologies in e-learning. Yet, useful directions for future research on ontology extractions are obtained and summarized in the conclusions section.

Influence of Participant’s Background on Tool Evaluation. We also analyzed the results for the produced ontologies by both tools separately to find out whether the participants’ perceptions are influenced by their background. Although the average perceptions between the IT and nonIT groups differ in some cases, none of these differences proved statistically significant using the paired t-test (see Table 11).

For both Text2Onto and OntoGen, the IT group preferred to have more relationship identified in the ontology. In case of the ontology produced by OntoGen, the nonIT group considered the number of concepts generated to provide more detailed description than the IT group.

5 CONCLUSIONS AND RECOMMENDATIONS

This paper presented an empirical study of educators using two ontology extraction tools to build domain ontologies for their courses from their course materials. The two tools implement the two most widely explored and adopt-
ed approaches to ontology generation from documents, namely, Generate-and-Purge (Text2Onto) and Build Incrementally (OntoGen) (Sect. 2.3).

The study results show that the current state of the tools for developing domain ontologies by educators is unsatisfactory. Although some differences between the IT and nonIT groups become visible in the survey data, the results demonstrate that both groups were equally dissatisfied with both tools. However, several conclusions can be made and suggestions given with respect to the explored approaches and desirable features of the tools.

First, there is an appeal for the approach that generates a large number of suggestions for ontology concepts and relationships that are then ‘weedied out’ by the user. This approach, applied by the Text2Onto tool, was especially favored by the nonIT group. However, having examined the produced ontologies from the perspective of the requirements of advanced e-learning technologies, we found their utility rather minimal. This is due to the following reasons: 1) the quality of the extracted concepts is rather low, as they do not represent the domain well; 2) despite the previously stated fact, users tend to keep an extremely large number of concepts as the process of eliminating irrelevant concepts is rather tedious; 3) a very small number of relationships (among concepts) is extracted. Fortunately, some latest research in the area of filtering and ranking of concepts and relationships has shown some promising results. Graph-based metrics (e.g., Betweenness Centrality) for concept and relationship filtering increase the precision [15] as compared to traditional ranking metrics (e.g., TF-IDF) used in tools like Text2Onto.

Second, in the case of both tools, the study participants felt that they would like to be more engaged in the process of generating ontologies. So, there is a clear need for tools that would enable users to manipulate the generated ontology. In addition, our study participants reported that they were often uncertain how to proceed with the ontology development process. This clearly indicates that tools should provide users with appropriate feedback and guidelines in the process of ontology development. The reliance on an appropriate ontology development methodology could facilitate the process, but as reported in [48], the availability of a methodology does help, but still, end users need assistance and guidance when using ontology extraction tools.

Third, there is a clear need for a good ontology visualization capability that can be easily manipulated by the users. The study has shown that visualization has a significant impact on the perceived intuitiveness of the overall ontology building approach. Therefore, it should be provided in any tool for ontology building to help boost its usability. Yet, visualization should allow for interacting with ontologies through operations such as editing, removing, or adding new ontology elements. Such an interactive visualization has already been appreciated by educators in ontology maintenance tasks [37]. The requirements for visualization and editing of ontologies generated using ontology extraction tools, point to the need for comprehensive ontology development environments that would offer all those functionalities to the end-users. This kind of development environment already exists (e.g., NeON toolkit, http://neon-toolkit.org) and it would be important to explore the end-users’, specifically educators’ perceptions of and ability to deal with such an environment in an efficient and effective way.

Finally, an ontology building tool should have built-in evaluation metrics for the quality of the ontology being developed, so that it can provide users with immediate feedback on how good their ontology is and some guidance for improving it. In this study, we based the definition of ontology quality and the metrics for assessing it on the findings of software quality research for similar type of software artifacts. We believe that it was a well-informed decision as it was based on a huge amount of research work done in the area of software quality metrics. To validate this approach, we intend to conduct at least one and more likely a family of experiments [42].

We believe that these findings will be beneficial not only for our future research but also for the future work of other researchers in the area. We intend to work on a research prototype and consequently, to study empirically the effects of the recommendations listed in this sections.
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