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Abstract 

For computation-intensive design problems, metamodeling techniques are commonly used to 

reduce the computational expense during optimization; however, they often have difficulty or 

even fail to model an unknown system in a large design space, especially when the number of 

available samples is limited.  This paper proposes an intuitive method to systematically reduce 

the design space to a relatively small region.  This method entails three main elements: 1) 

constructing surrogate approximations using either response surface or kriging models to capture 

unknown systems in the original large space; 2) calculating many inexpensive points from the 

obtained surrogate model, clustering these points using the Fuzzy c-means clustering method, 

and choosing an attractive cluster and its corresponding reduced design space; 3) progressively 

generating sample points to construct kriging models and identify the design optimum within the 

reduced design space.  The proposed method is illustrated using the well-known six-hump camel 

back problem.  The method is then applied to a constrained, highly nonlinear optimization 

problem and a real design problem.  After comparing with other methods, it is found that the 

proposed method can intuitively capture promising design regions and can efficiently identify the 

global or near-global design optimum with the presence of highly nonlinear constraints.  The 

effect of using either response surface or kriging models in the original design space is also 

compared and discussed. Limitations of the proposed method are illustrated.  
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I. Introduction 

Much of today’s design involves the use of highly computation-intensive analyses and 

simulations.  To incorporate such simulations in design optimization imposes daunting 

computational challenges since at least one function—the objective function or a constraint 

function—requires a computation-intensive process for function evaluation.  For instance, one 

crash simulation of a full passenger car takes 36-160 hours to compute, according to engineers at 

Ford Motor Company.1  To reduce the computational cost of computation-intensive design 

simulations and analyses, metamodeling techniques are currently being employed to develop 

inexpensive surrogates of these analyses and simulations.  Many successful applications of 

metamodeling techniques in engineering design and other disciplines have been well 

documented, and recent reviews can be found in Refs. 2-4.   

 

Optimization methods based on metamodels have many advantages over conventional 

optimization methods because the former aims to reduce the number of computation-intensive 

simulations as well as to find the optimum.  Metamodeling techniques also facilitate parallel 

computation, but the efficacy of the metamodeling technique is constrained by the allowable 

number of computation-intensive simulations (i.e., function evaluations), since there is an 

inherent tradeoff between the accuracy and the number of samples used to build the metamodel.  

The unavailability of function derivatives, properties, etc. makes metamodel-based optimization 

difficult and also distinct from conventional optimization.  

 

Among the various metamodeling techniques, the response surface method (RSM) and kriging 

attract the most attention.  RSM originated from the formal design of experiment theory,5,6 while 

kriging originated from geostatistics for field mapping.7  Comparisons on the performance of 

these two types of methods and other metamodeling methods have been archived in Refs. 3,8-11.  

Generally speaking, RSM that employs low-order polynomial functions can efficiently model 

low-order problems, and the computation of a response surface model is quick and cheap.  In 

addition, RSM facilitates engineering understanding by comparing parameter coefficients and 

also help eliminating unimportant design variables.  Low-order polynomial response surfaces, 

however, are not good for highly nonlinear problems, especially those with “waving” behaviors.8 
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On the other hand, kriging models can accurately approximate unknown system even with high 

non-linearity, and the number of samples needed to fit a kriging model, theoretically, is lower 

than that for response surfaces.12  However, the computational effort required to fit a kriging 

model is much greater, and the interpretation of kriging model parameters is not intuitive.8  

Kriging models can be used for screening, but the procedure is not as straightforward as it is with 

response surfaces.13  

 

Regardless of which metamodeling technique is used for a specific problem, it is observed that 

the modeling efficiency and accuracy are directly related to the design space (i.e., the 

approximation space for metamodels).  A branch of research under the metamodeling umbrella 

thus aims at developing methods that can gradually reduce the design space to improve the 

modeling accuracy.  Two types of design space reduction schemes are seen in the literature.  One 

is to reduce the dimensionality of the design space by reducing the number of design variables.  

The early work of Box and Draper14 introduces a method to gradually refine the response surface 

to better capture the real function by “screening” out unimportant variables.  The variable-

complexity response surface modeling method uses analyses of varying fidelity to reduce the 

design space to the region of interest.15,16  The reduction of dimensionality is very important as it 

aims to break the “curse of dimensionality”; however, dimensionality is difficult to reduce 

especially for multidisciplinary design problems.12   

 

The other type of design space reduction seeks to reduce the size of the design space while 

assuming the dimensionality cannot be further reduced. Since the combined range of each design 

variable dictates the size of the design space, the larger the range for each design variable, the 

larger the design space; the larger the design space, the more difficult and costly to construct 

accurate metamodels.  Engineers tend to give very conservative lower and upper bounds for 

design variables at the initial stage of setting up a design optimization problem.  This is often due 

to the lack of sufficient knowledge of function behavior and interactions between objective and 

constraint functions at the early stage of problem definition.  Chen and her co-authors17 develop 

heuristics to lead the surface refinement to a smaller design space.  Wujek and Renaud18,19 

compare a number of move-limit strategies that all focus on controlling the function 

approximation in a more “meaningful” design space.   Many researchers advocate the use of a 
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sequential metamodeling approach using move limits20 or trust regions21-23.  For instance, the 

Concurrent SubSpace Optimization procedure uses data generated during concurrent subspace 

optimization to develop response surface approximations of the design space, which form the 

basis of the subspace coordination procedure.24-26  More recently, Perez, et al.27 present an 

adaptive experimental strategy for reducing the number of sample points needed to maintain 

accuracy of second-order response surface approximations during optimization.  Osio and 

Amon28 develop a multi-stage kriging strategy to sequentially update and improve the accuracy 

of surrogate approximations as additional sample points are obtained.  Mathematically rigorous 

techniques and trust regions are also being combined to develop several other metamodel 

management frameworks to manage the use of approximation models in optimization.29-32  

Finally, Schonlau, et al.33 describe a sequential algorithm to balance local and global searches 

using approximations during constrained optimization.   

 

In recent years, the lead author and his colleagues have developed the Adaptive Response 

Surface Method (ARSM), which systematically reduces the size of the design space by 

discarding portions of it that correspond to objective function values larger than a given 

threshold value at each modeling-optimization iteration.34-36  Thus, the design space is gradually 

reduced to the neighborhood of the global design optimum.  The design space reduction 

procedure is characterized by its systematic consideration of the interrelationship between design 

variables.  The improved ARSM applies inherited Latin Hypercube Designs (LHD) for sampling, 

which greatly reduced the number of samples required.34  Tests on the ARSM prove the good 

accuracy of this method and efficiency in terms of the number of computation-intensive function 

evaluations required.  The ARSM, on the other hand, bears some limitations.  It assumes low-

order polynomial constraints that can be obtained accurately by the RSM or are known to the 

designer.  The space reduction is performed on the objective function and thus the space 

reduction converges to the unconstrained global optimum rather than constrained optimum.  In 

addition, the ARSM employs 2n global optimization processes (where n is the number of design 

variables) to find the reduced design space.  The space reduction process thus relies on the 

robustness of the underlying optimization algorithm.    
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In this paper, an intuitive strategy for design space reduction is proposed to extend our previous 

work in metamodeling.  The proposed method will first gain knowledge of the function behavior 

in the original design space through low-accuracy metamodeling with a limited number of 

samples, based on which “regions of interest” in the design space will be identified through 

fuzzy clustering.  Such a process can iterate until the design space is believed to be “irreducible” 

by design engineers.  Then an accurate model for all of the necessary functions is progressively 

constructed using kriging.  The global optimum can then be found based on more accurate 

metamodels in the reduced design space.   

 

In the next section, background information on response surface methods, kriging models, and 

fuzzy c-means clustering are presented and the proposed methodology is introduced.  In Section 

III, the proposed methodology is applied to two mathematical examples and an engineering 

application.  Results from these examples, including comparisons with other methods, are 

discussed in Section IV.  Closing remarks and future work are given in Section V.   

II.  Background and Proposed Methodology 

A. Response Surface Method 

The response surface method (RSM) is one of the design of experiments (DOE) methods used to 

approximate an unknown function for which only a few values are computed.  The RSM stems 

from science disciplines in which physical experiments are performed to study the unknown 

relation between a set of variables and the system output, or response, for which only a few 

experiment values are acquired.  These relations are then modeled using a mathematical model 

called a response surface.  

 

The standard RSM first employs an experimental strategy to sample points in the design space, 

and then applies either a first-order model or a second-order model to approximate the unknown 

system.  The first- and second-order models have forms as given in Eqs. 1 and 2. 
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where ijiii � and ,, ββ   represent regression coefficients, )1(, nixi �=  are design variables, and 

y is the response.  Usually the design variables are normalized to [-1 1].   There are in total 

(n+1)(n+2)/2 number of coefficients in Eq. 2, thus a minimum of (n+1)(n+2)/2 number of 

sample points are needed to obtain these coefficients.  Based on normalized variables, one can 

tell the relative importance of each term by comparing the magnitude of its coefficient.  One can 

reduce the number of terms of a complete quadratic model beforehand if a priori knowledge of 

the model is available or some systematic methods such as the forward stepwise regression is 

employed.  In addition, by deliberately fixing unimportant variables, one can reduce the 

dimensionality of the design space and reduce the number of samples required to fit the revised 

model (due to the reduced number of terms in Eq. 2). Systematic methods for “screening” are 

discussed in greater detail in Ref. 6.  In this work, for the description convenience, we base our 

discussion on the model expressed by Eq. 2. 

B. Kriging Models 

Given observed yi = f(xi) for i = 1,…, m, we want to construct a global model )(xf
�

 of f(x).  If 

assuming that there is no uncertainty in the yi = f(xi), it is then reasonable to require the surrogate 

function to interpolate these values, i.e., to require that )( ixf
�

 = f(xi).  This assumption is valid 

for deterministic computer experiments for which random error is non-existent.  

 

Consider a simple example of kriging by assuming that f is a realization of a stochastic process F 

with known mean 0)( =xµ and known covariance function ),( ⋅⋅c , and that each symmetric 

matrix C = [ ),( ⋅⋅c ] is strictly positive definite.37  Let 

'
21 )](...,),(),([ mxfxfxfy =     (3) 

contain the sample values of the response.  For each ℜ∈x  define ℜ∈)(xb  to minimize 

2)]('[ xFbyE − .  Then the best linear unbiased predictor (BLUP) of f(x) is: 

)(')(')( 1 xcCyxbyxf −==
�

      (4) 

where C is the symmetric positive definite n x n matrix [c(xi, xj)], and 
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 '
21 )],(...,),,(),,([)( xxcxxcxxcxc m=    (5) 

Notice for any x = xi, i = 1, …, m, C-1c = ei, the unit vectors [1, 0, …, 0], [0, 1, …, 0], etc., so 

that the kriging model interpolates the sample points as follows: 

)(')(')( 1
iiiii xfyeyxcCyxf ==== −�

   (6) 

More generally, we assume the stochastic process F is a Gaussian process with 

βµ )'()( xax = and covariance ),(),( 2
jiji xxRxxc σ= .  We assume that qxa ℜ→ℜ:)(  is a 

known function, that qℜ∈β is an unknown vector, and that ),( ji xxR  is an unknown element 

correlation function between two sample points xi and xj.  Let A denote the m x q matrix [aj(xi)]; 

let R denote the symmetric m x m matrix [R(xi, xj)], and let 

'
21 )],(...,),,(),,([)( xxRxxRxxRxr m=    (7) 

Then, for fixed β and correlation function, the BLUP of f(x) is 

)()'()'()( 1 xrAyxaxf −−+= Rββ
�

    (8) 

A kriging model represented by Eq. 8 is often considered as a combination of a “global” linear 

model with a “lack of fit” component that is a realization of a stochastic process.  If we take a 

close look at the Eq. 8, the first term is the generalized least squares prediction while the second 

component “pulls” the generalized least squares prediction through the observed data points.  

The elasticity of the “pull” is solely determined by the correlation function R(xi, xj). The 

predictions at the sampling points are exactly the corresponding observations, and the mean 

square error equals to zero.  As a new point x0 moves away from all the sample points, the 

second term of Eq. 8 approaches zero, yielding the generalized least squares prediction.  The 

mean square error at that point increases. This observation is true if F is another stochastic 

process rather than Gaussian.38 

 

By varying β  and the correlation function, we define a family of interpolating functions from 

which we can select a specific f
�

 to model f.  For a given correlation function, the maximum 

likelihood estimates (MLEs) of β  and 2σ have explicit formulas: 

yAAA 111 ')'( −−−= RRβ
�

     (9) 
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and 

)()'(
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In this work, we employ a Gaussian correlation function of the form: 

� =
−−= n
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where n is the number of design variables, kθ  are the unknown correlation parameters used to fit 

the model, and xi
k and xj

k are the kth components of sample points xi and xj.   

 

To compute θ
�

, the MLE of θ , the following equation must be maximized:  

Rdetlog)log( 2 +σn      (12) 

as a function of θ .  Once θ
�

 is obtained, one can substitute θ
�

 into Eqs. 8-11 to build a kriging 

model.  While any values for θ  create an interpolative model, the “best” kriging model is found 

by solving the n-dimensional unconstrained non-linear optimization problem given by Eq. 12.  It 

has been found that a constant term β  can yield a satisfactory “global” model;38, 39 consequently, 

we use a constant β  in this work.  It is also found that in some cases using a single correlation 

parameter gives sufficiently good results;40-42 however, we employ n θ  values here. 

C. Fuzzy c-means Clustering 

Clustering of numerical data forms the basis of many classification and system modeling 

algorithms.  The purpose of clustering is to identify natural groupings of data from a large data 

set to produce a concise representation of a system's behavior.43  Fuzzy c-means (FCM) is a data 

clustering technique originally introduced by Bezdek44 as an improvement on earlier clustering 

methods.  It provides a method for grouping data points that populate some multidimensional 

space into a specific number of different clusters.  The algorithm is based on the minimization of 

the overall dissimilarity of all cluster data.  When a cluster number c is selected, the algorithm 

can automatically identify cluster centers and distribute all given data sets into the appropriate 

data cluster. 
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For a specified number of sub-sets, c, the overall dissimilarity between each data point and each 

fuzzy prototype can be represented as: 
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where U is a fuzzy c-partition of the m data points xk ( k = 1, …, m; nx ℜ∈ ), 

),,,( 21 cvvvv �
� = , with vi is the ith cluster center or prototype, ci ≤≤1 ; d is a constant greater 

than 1 (typically d = 2); and uik is the degree of membership of the kth data in the ith cluster,  
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The optimal solution U*, *v� is obtained by: 

),(min
,

vUJ cdvU

�
�

      (15) 

The fuzzy c-means clustering algorithm always converges to a strict local minimum of Jcd.  

Given a group of data points and the number of clusters, the cluster centers *v� and the degree of 

membership of each point to each cluster uik (saved in U* ) is computed.  It is easy to find that for 

a given xk, 10 ≤≤ iku  and .1
1

=�
=

c

i
iku    

 

In this work, the fuzzy logic toolbox provided by MatlabTM is used.  The fuzzy-clustering 

method is used in this work due to its simplicity, robustness, and convenience.  The proposed 

methodology does not dictate the exclusive use of fuzzy clustering, and other clustering methods 

may be equally acceptable.  For a review of other clustering methods, please refer to Ref. 45. 

D. Proposed Methodology 

The proposed methodology is based on the observation that design engineers tend to give very 

conservative lower and upper bounds for design variables at the initial stage of setting up a 

design optimization problem.  This is often due to the lack of sufficient knowledge of function 

behavior and interactions between objective and constraint functions at the early stage of 
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problem definition. This work thus proposes a hierarchical metamodeling method, by which 

more insights on the design problem can be gained in the initial design space.  Then based on the 

obtained model, a more attractive design space is obtained using the fuzzy clustering method.  In 

the reduced design space, Latin Hypercube Design (LHD) samples are gradually added to 

construct a kriging model, and optimization is performed.  This process will converge, with a 

high probability, to the global optimum.  The proposed methodology entails three major steps as 

shown in Figure 1 and described in the following sections. 

Insert Figure 1 about here. 

Step 1. Construct quadratic polynomial response surface or kriging models in the original 
design space of the computation-intensive function(s) 

When dealing with a computation-intensive design optimization problem, quadratic polynomial 

response surface models are very useful for screening design variables by studying the 

coefficients of the response surface.  The response surface is also cheap to compute.  However, 

RSM can only roughly approximate sample points; it cannot interpolate samples to obtain an 

accurate model.  The kriging model is very good to model complex functions, and it interpolates 

all of the sample points, which is ideal for computer experiments.  It requires fewer samples to fit 

a low-order polynomial function;12 however, interpreting a kriging model is not intuitive,46 and 

they are expensive to compute and sensitive to ill-conditioned matrices.10,47  At Step 1, the 

objective is to capture the global behavior of the unknown function, in preparation for the space 

reduction.  The accuracy of the model is less of concern, unlike in Step 3.  Therefore, either 

response surfaces or kriging models can be used for this step, and a comparison of these two 

methods is provided in Section IV.   

 

This step will help to build a global view of the function in a relatively large design space.  

Samples can be generated in parallel.  If a quadratic model is used, one can apply the 

conventional design of experiments methods (e.g., analysis of variance) to study the importance 

of each design variable and the residuals.  If kriging is used, one can perform the screening using 

the method discussed in Ref. 13.  Based on these results, unimportant design variables can be 

“screened out,” and the goodness of the fit can be obtained.  Then RSM can be applied again 

based on the reduced dimensionality until the design space cannot be reduced any further.  If the 
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unknown function happens to be first- or second-order, then the response surface model would 

be very accurate, and the metamodeling process can terminate here.  To identify this behavior, 

generally twice the minimum number of required samples, (n+1)(n+2)/2, is used, where n is the 

number of variables.  By using portions of the sample points to fit the model and the rest for 

validation, one can estimate the accuracy of the metamodel.  In this work, Latin Hypercube 

Designs (LHDs) are used to sample the design space since they are uniformly distributed along 

each variable direction and are inheritable.34,48  

Step 2: Generate inexpensive points from the surrogate, cluster the points, and identify the 
attractive cluster 

After Step 1, if the unknown function proves to be complex and cannot be accurately fit, Step 2 

and 3 are applied.  Using the metamodel(s) from Step 1, we first generate many points using the 

surrogate to form a point set.  These model points could be simple grid points, LHD points, 

orthogonal array points, Hammersley samples, or any other uniform distributed samples.49  Since 

a surrogate function is cheap to compute, the cost for generating these points is negligible.  Then 

a threshold function value is chosen to eliminate points at which the function value is larger than 

the threshold (in the case of minimization) to reduce the number of points used for clustering.   

 

Clustering and Identification of the Attractive Cluster 

Based on the remaining point set, the fuzzy c-means clustering method is applied to identify an 

attractive region in the design space.  For this work in particular, we concern ourselves only with 

the standard optimization problem with only one objective function, which we want to minimize.  

The use of metamodels for other types of optimization problems such as multiobjective 

optimization, robust design optimization, and so on are discussed elsewhere in the literature.3,47   

 

One difficulty of the fuzzy c-means method is that the number of clusters is required as an input, 

and the number of clusters will be unknown for an unknown function.  Clustering methods such 

as subtractive clustering can estimate how many clusters in a point set as long as the radius of 

influence of each cluster is given, but the number of clusters is very sensitive to the radius of 

influence, which is also unknown.50,51 Other methods to identify the number of clusters are 

described in Ref. 52, but many of these methods demand additional computational effort and 



 12

specific stopping rules.  In this work a constant number of clusters, c = 2, is chosen.  It is based 

on following reasons: 

1) The surrogate at Step 1 is obtained with a limited number of samples, because the goal of 

Step 1 is to capture the rough behavior of the real function rather than achieving high 

modeling accuracy.  Then efforts required to accurately identify the number of clusters on 

a non-accurate surrogate model are not justifiable. Only with high-accuracy models, the 

identification of all the clusters would be meaningful. 

2) What we need is to identify a region with low function values for further high-accuracy 

approximation and discard regions with high function values.  Thus, c = 2, is chosen for 

simplicity, which is also sufficient for the purpose of design space reduction. 

 

For any design function with nx ℜ∈ , we have )(xf
�

 based on the metamodel, which we treat as 

an additional component of x during clustering.  Thus, for a n =1 problem, we have a 2-D 

clustering problem.  By doing so, clustering can identify a concentrated region in which all 

points have relatively low function values.  For example in a n =1 case, the attractive cluster 

entails a cloud of points that are close to each other in both x direction (concentrated region) and 

the f direction (all having low function values).  Let f(x) be the (n+1) component of design 

variable nx ℜ∈ , and define the extended x vector as 1+ℜ∈ nex .  With c = 2, Eq. 13 becomes: 
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Once the clusters, along with the degree of membership of each point to each cluster, uik, are 

identified, the points can be grouped into two different clusters.  If the degree of membership of a 

point to a cluster is larger than 0.5, the point is grouped with that cluster.  

 

By comparing the minimum, median, mean, and standard deviation of the function values of the 

points in a cluster, an attractive cluster can be identified.  If the function values in one cluster 

have a smaller minimum, mean, median and standard deviation than that of the other, this cluster 

is considered more attractive.  Otherwise, which may not be often, one has to continue repeating 

the steps in both regions defined by the clusters.  If an attractive cluster is identified, we can use 
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it to identify a reduced design space for further exploration.  The reduced space is defined by the 

minimum and maximum bounds of all the points within the attractive cluster. 

 

To illustrate the clustering process, let us assume a model is obtained after the first fitting for a n 

= 1 problem as shown in  

Figure 2.  Symbols ‘x’ and ‘o’ indicate a model point falling into different clusters.  If the solid 

line is chosen as the threshold (cutting value), points above this line are deleted from the original 

point set.  After clustering, two clusters enclosed by dotted lines can be identified.  It is to be 

noted that since the function value, f, is treated as one of the x component participating in the 

clustering, the fuzzy clustering algorithm always identifies “spatially” close points.  As a result, 

the space around the global minimum (with low function values) can be represented by one of 

the clusters, which is the lower cluster in Figure 2.   

Insert Figure 2 about here. 

The Role and Choice of Threshold 

The threshold is used to reduce the number of points and speed up the process of clustering.  For 

example, setting a high threshold value during minimization can immediately eliminate points 

that are far from the optimum or are infeasible if a penalty function is combined with the 

objective function to ensure constraint satisfaction.  As seen in Figure 2, the threshold can be any 

value between its upper and lower limits.  The sensitivity study of the threshold with test 

problems in later sections further proves this observation.   

 

The threshold is chosen based on the distance between the maximum and minimum function 

values from the original point set.  It is easy to find the minimum and maximum function values, 

fMin and fMax, respectively, from a point set by a simple sorting procedure.  Assume fRatio ∈  

[0 1], the threshold value, fCut, is chosen as: 

fCut = fMin + (fMax - fMin)*fRatio       (17) 

When the response surface fitting is very poor, a conservative fRatio (>0.5) is chosen; otherwise, 

a smaller number (<0.5) is chosen.   
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Step 3. Progressively generate samples in the reduced space to build kriging model and 
searching for the global optimum 

Steps 1 and 2 can be repeated until a design space that the designer believes to be “irreducible” is 

reached.  This decision is based on engineering experience, the insight gained from the 

metamodels during earlier iterations, and the affordable time and resources.  If time and 

computation resources are not tight, one might start this step in a relatively large design space; 

otherwise, one might push the limit to a very small area.   

 

In the new design space, the sample points generated during Step 1 are inherited as long as they 

fall into the new space, and new sample points are generated.  The new samples and the old 

samples together form a modified LHD sample set.  For example, as illustrated by Figure 3, we 

assume that three points are inherited into the new space, represented by the large square defined 

by x1 and x2.  If six points are desired in this space to form a LHD set, then three more LHD 

points have to be generated. The inheritance method will first independently generate a LHD 

sample set of three points as shown in the small square defined by x1’ and x2’.  It then searches 

the new design space, identifying the variable intervals that are not represented by inherited 

sample points.  Their positions are recorded.  Then the new three LHD points are mapped back 

to the space to fill in the variable intervals that are not represented.  For example, Point P, which 

is at the third interval of x1’ and the second interval of x2’, is mapped to the space as Pm at the 

third underrepresented interval of x1 and the second underrepresented interval of x2.  The other 

two points are mapped in the same manner.  As a result, these six points together form a LHD 

sample set as each interval of any design variable is represented by one point.  At later iterations, 

the design space remains the same and more samples are desired.  In that case, the design space 

is divided to more intervals.  Sample points from the previous iteration will not represent all of 

the variable intervals since the number of intervals has increased.  The inheritance method will 

follow the same procedure as the first inheritance; for more details on inherited LHDs, please 

refer to Ref. 34.    

Insert Figure 3 about here. 

Since high non-linearity and many local optima may still be present in the reduced design space, 

the quadratic polynomial function model will have difficulty at this step.  Instead, a kriging 

model is constructed with the formed LHD sample set.  Simulated annealing (SA) method or any 



 15

other stochastic global optimization algorithm can be applied to identify the global optimum 

based on the kriging model.53  The real function value of the model optimum can be found by 

calling the original computation-intensive simulation/analysis.  This model optimum, along with 

all the existing points in the design space, is inherited to a new iteration when more sampling 

points are desired in order to get a more accurate model.  It is to be noted at this step, the design 

space remains the same but the number of samples increases gradually.  If in two consecutive 

iterations, the obtained optimal values are very close and the model prediction is very close to 

the real function value at the obtained optimum, the iteration terminates.  Through this 

progressive process, the number of samples will be kept small, and the design optimum can be 

accurately secured. 

III. Example Problems 

In this section, the proposed methodology is applied to the six-hump camel back problem, a 

highly nonlinear, constrained optimization problem, and a real design problem.  Detailed results 

and discussion for all three problems follow in Section IV. 

A. The Six-Hump Camel-back Problem – Description and Results 

The six-hump camel-back (SC) function given by Eq. 18 is a well-known example for testing 

global optimization algorithms.54   
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As the name implies, SC has six local optima with the global optimum equals to -1.0316 at 

(0.0898 -0.7127) and (-0.0898 0.7127).  Let us assume that the SC function is unknown to the 

designer and that the function value can only be obtained through computation-intensive 

analysis.  Therefore, the goal is to identify the global design optimum with a small number of 

function evaluations, and the following demonstrates implementation of the proposed 

methodology for this example using a response surface model and LHD for Step 1. 

Step 1: Modeling SC in the original design space 

For two variables, the minimum number of samples required to fit Eq. 2 is six as defined by the 

number of coefficients in the quadratic response surface model.  To ensure a good sampling, the 
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number of samples is doubled at this step, and twelve LHD samples are generated in the design 

space [-2 2] for x1 and x2. 

 

The two variables are normalized to [0 1], and then a second-order polynomial function is fit: 

f = 23.875-16.680*x1-100.772*x2+31.806*x1
2+115.862x2

2-28.589*x1*x2   ]1,0[2,1 ∈x       (19) 

Step 2: Clustering and design space reduction 

Based on the surrogate defined by Eq. 19, in total 121 uniformly distributed points are generated.  

The fuzzy c-means clustering was applied by setting the number of desired clusters as two.  The 

cutting objective function value is taken as 16.96 by setting the ratio to 0.5.   The remaining 

points are clustered to two groups.  The concerned properties of the two clusters are summarized 

in Table 1.  It is easy to see that Cluster 1 represents a more attractive design region than Cluster 

2 since its four properties minimum, mean, median, and standard deviation have smaller values 

than those of Cluster 2.  The new design space is thus reduced to x1 [-2 2], x2 [-1.2 1.2].  If one is 

not satisfied with the design space, Step 1 and Step 2 can be repeated to further reduce the design 

space.  In this testing, the reduced space is accepted as the final design space. 

Insert Table 1 about here. 

Step 3. Searching for the global optimum in the reduced space 

First, all of the samples points used to generate the first polynomial metamodel that fall into the 

new design space are inherited.  For the SC problem, the sampling-modeling-optimization 

iterations are recorded in Table 2.  In Table 2, the first row is the number of samples used to 

obtain the kriging model at each iteration, bearing in mind that each group of samples is a 

combination of inherited and new samples.  The second row records the number of new samples 

generated at that iteration to form a LHD sample set.  The third row is the total function 

evaluations up to that iteration, which includes the samples used to build the polynomial function 

in Step 1.  The total number of function evaluations (samples) indicates the extent of 

computational cost for all of the computation-intensive analyses invoked during the optimization.  

At Iteration 4, the obtained model optimum of -1.0240 is very close to the one obtained at 

Iteration 3, which is -1.0242; it is also very close to the real function value, -1.0303.  Therefore, 
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the process terminates.  The obtained optimum value of -1.0303 is very close to the analytic 

solution, 0316.1− , with an error of 0.13%.  The optimal design (-0.0774 0.7211) is also close to 

the analytical solution (-0.0898 0.7127).  Given the high accuracy, the total number of function 

evaluations is only 45. 

Insert Table 2 about here. 

The final obtained kriging model is plotted in comparison to the original SC function in the 

reduced design space x1 [-2 2], x2 [-1.2 1.2].  In addition to yielding one global optimum, the 

kriging model is also able to approximate complex functions well.  As we can see from Figure 4, 

though the kriging model did not map exactly all six “humps” in the SC function, it does capture 

five “humps” at the neighborhood of the analytical local optima.  Additional studies using this 

example are discussed in Section IV. 

Insert Figure 4 about here. 

B. A One-dimensional Constrained Optimization Problem – Description  

The presence of constraints further complicates any optimization problem, especially when the 

constraints are computation-intensive as well.  If the objective function and constraints are to be 

approximated using metamodels to save computation time/cost, finding the best tradeoff between 

modeling and optimization is a challenging issue.  If either the objective function or the 

constraint is a second-order polynomial function in nature, a standard response surface method 

can be applied to find the intrinsic model accurately for the objective or constraint.  In that case, 

one only needs to concentrate on the functions that cannot be accurately modeled by a low-order 

polynomial function.  Thus the problem can be simplified, but in many cases, this is not possible.   

 

In this work, we consider the situation where both the objective and constraint functions are 

highly nonlinear and computation-intensive.  In order to find the constrained optimum, accurate 

metamodels for both functions are demanded.  To obtain accurate metamodels for both functions 

in a large design space, the number of samples (function evaluations) will be large.  The 

proposed methodology, in combination with a penalty function approach, provides a method to 

eliminate design regions in which constraints are most likely violated.  Therefore, a smaller 



 18

design region can be focused upon, in which accurate metamodels for both objective and 

constraints can be constructed at a reduced computational cost.  This method is demonstrated 

using the following example: 
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This problem is a one-dimensional constrained (OC) problem, which is chosen for the ease of 

visualization (see  

 

 

 

Figure 5).  The optimization problem is complex since there are highly nonlinear functions in 

both the objective and the constraints.  Because of the highly entangled non-linearity, many local 

constrained optima exist as can be seen in  

 

 

 

Figure 5. 

Insert  

 

 

 

Figure 5 about here. 
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To ensure feasibility, the constraints are aggregated to the objective function by virtue of the 

penalty factor, λ .  Thus the optimization problem is transformed to the following unconstrained 

optimization problem: 
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where the original objective function defined in Eq. 20 is aggregated by a term that “penalizes” it 

whenever constraints are violated.  The new objective function is thus referred to as the 

aggregated function and is also plotted in  

 

 

 

Figure 5 when 50=λ  with high peaks being chopped off.  In the testing of OC, function g2(x) is 

perfectly fit at Step 1 and functions f(x) and g1(x) are continued to be approximated.  The 

aggregated function Af(x) participates in the clustering instead of f(x).  Results for this example 

are discussed in Section IV. 

C. The Sandwich Beam Problem – Description  

The third example involves the design of a sandwich beam (SB) developed by Messac.55  We are 

to design the sandwich beam shown in Figure 6 to support a vibrating motor.  The beam consists 

of three layers of different materials: the mass density (ρi), Young’s Modulus (Ei), and cost per 

unit volume (Ci) for each of the three material types are provided in Table 3.   

Insert Figure 6 about here. 

Insert Table 3 about here. 
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The design objective is to minimize the cost while satisfying fundamental frequency and other 

constraints.  The cost function, fc, and frequency function, ff, are described as follows:  
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Several geometric constraints are imposed: an upper bound for the total mass of the beam; 

minimum thickness for layers two and three; and ranges for each geometric parameters, d1, d2, 

d3, b, and L.  The particular problem instantiation used for this study is: 

)(2min 33221154 xcxcxcxxf c ++=  

Subject to 

  

)(2

])())(()[(
3

2
,150

2

3322114

3
3213

3
1232

3
121

4
2
5

xxxx

xxxExxEExEE
x

EI
EI

x
f f

ρρρµ
µ

π

++=

++++−+−=≥=
 

01.03,2 ≥x  

]103[],25.0[],05.00[],05.00[],10[

2700

54321

5

∈∈∈∈∈
≤

xxxxx

xµ
         (22) 

 
where x1: d1, x2: (d2-d1), x3: (d3-d2), x4: b and x5: L.  Based on Eq. 22, the initial design space is: 

x1: [0 1]  x2: [0 0.05]  x3: [0 0.05]  x4: [0.5 2]  x5: [3 10] 

In the test of the SB problem, the constraints are also aggregated with 100=λ  for the frequency 

constraint.  Results for this example are discussed in the next section. 

IV. Results and Discussion 

All three examples have been randomly chosen to test the proposed methodology.  These 

examples include both unconstrained and constrained optimization problems, having highly 

nonlinear functions and multiple local optima.  The solution strategy follows exactly the process 

illustrated in Figure 1.  To demonstrate the flexibility in generating inexpensive points from the 
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surrogate, grid points are used for the first two examples while LHD samples are used for the 

sandwich beam problem since grid points are not ideal for high dimensional problems since the 

number of points grows exponentially.  The results are presented and discussed as follows. 

A. Comparison of the Proposed Methodology with Methods Involving No Space Reduction 

To test the proposed methodology, it should first be compared with metamodeling strategies that 

do not involve design space reduction.  As a fair comparison, a K-All strategy is chosen wherein 

the metamodeling and optimization are carried out in the original design space using inherited 

LHD points with no design space reduction.  In the K-All strategy, the kriging model is built and 

used iteratively, following a procedure identical to Step 3 of the proposed method.  For the 

proposed methodology, both kriging and quadratic polynomial function models are used at Step 

1 where KCK denotes Kriging-Clustering-Kriging and PCK denotes Polynomial-Clustering-

Kriging for Steps 1, 2, and 3, respectively.  Table 4 lists the comparison of the optimization 

results for these three different strategies, K-All, KCK, and PCK for all three examples.   

Insert Table 4 about here. 

From Table 4, it can be seen that these three strategies converge to almost the same optimum for 

the respective test problems.  For SC and OC, the obtained optimum is the analytical global 

optimum; while for SB, the obtained optimum is close to the analytical global optimum, f = 

320.77 at (0.168 0.01 0.01 0.5 3.0).  Secondly, both KCK and PCK, in general, require much 

fewer real computation-intensive function evaluations than the K-All strategy to reach the global 

optimum.  For the SB problem, K-All needs fewer points than KCK.  It is because that the SB is 

a constrained problem and the density of sampling points is coarse.  The KCK process converges 

to a near optimum solution rather early with only 78 function evaluations, but the frequency 

constraint is slightly violated until 180 function evaluations.  Sampling points generated during 

the K-All process, however, yield the optimum satisfying the frequency constraint.  If assuming 

%5± of the constraint, i.e., %)51(150 ±≥ff , is allowed in engineering practice, in that case K-

All yields fc = 381.5 with 109 function evaluations and KCK can stop at fc = 370.2 with 78 

evaluations, in which case KCK performs better for the SB problem.  In terms of the number of 

design iterations, no significant variation is observed for all three strategies.  It is to be noted that 
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for both KCK and PCK, the number of design iterations in Table 4 includes the first iteration in 

the original design space. 

B. Comparison of Kriging and Quadratic Polynomial Response Surfaces in Step 1 

To further explore which modeling technique might be better suited for Step 1, a more detailed 

study is performed using all three examples, and the results are summarized in Table 5.  The 

number of metamodel points generated for the clustering, shown in the first row of Table 5, is 

the same for both strategies for all three test problems.  The reduced design spaces are very 

similar for SC and OC, while for SB the total reduced area is about the same for both methods.  

The third row is the minimum and maximum function values of the selected set of metamodel 

points for clustering.  This information is given as a reference for the sensitivity of the threshold 

value to the space reduction.  The last row lists the range of cutting values that lead to the “same” 

reduced space as recorded in the second row of each column, using a value of 0.1 to differentiate 

between the variation in the normalized upper and lower bounds of any two design variables.   

Insert Table 5 about here. 

Based on Table 4 and Table 5, both KCK and PCK work well for all three problems.  The PCK 

strategy needs slightly fewer function evaluations than KCK for these three examples.  They 

both yield similar reduced design spaces with a fairly big range of threshold values, but no 

method is better based on the choice of threshold.  Based on this comparison with these 

examples, there is no clear-cut choice as to which metamodeling method should be used during 

Step 1.  If the designer wants to “screen off” design variables, then the polynomial response 

surface model would be a better choice.  If the computation cost is more of a concern or if the 

dimensionality is known to be irreducible, then kriging might be used instead to reduce the 

number of samples needed to approximate the unknown function(s). 

C. Sensitivity of the Threshold 

The sensitivity of the design space reduction to the threshold value is also examined and is listed 

in the fourth row of Table 5.  It can be seen that to obtain the reduced design space, the range of 

threshold values is rather large.  For example, for the SC problem using KCK, the cutting value 

can be any value from 18 to 35, and the fuzzy c-means clustering will still yield the same 
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reduced design space defined by x1:[-2 2], x2:[-1.2 1.2].  For the SB problem using PCK, the 

range of cutting values can be as large as [4e3 1e6], and the reduced space is about the same with 

variation on any bounds less than 0.1.  This study indicates that the space reduction is insensitive 

to the choice of the threshold value.  This can be generally true because if the threshold is 

relatively conservative, the threshold only changes the size of the undesired cluster (with high 

function values) and has little influence on the desired cluster (with low function values) as seen 

in Figure 2.  It also should be noted that if the threshold is too small (i.e., close to fMin), the 

reduced design space will be too small and one risks missing good regions. 

D. Metamodeling for Constrained Problems 

To explore the influence of the constrained optimization problem, additional tests are performed 

on the SB problem.  First, second-order polynomial functions are obtained using the response 

surface method with 42 Latin Hypercube samples for both the objective function (cost) and the 

nonlinear constraint function (frequency).  The fraction of the variation in the sample data is 

captured by the R2 value.  The R2 values are 0.9981 and 0.9700 for fc
m and ff

m, respectively, 

where fc
m and ff

m denote the metamodels for fc and ff.  The average differences between the 

predicted values and the real values at the sampling points for these two functions are 144.42 and 

15.44, respectively.  If fc
m and ff

m are used in the optimization model described by Eq. 22, the 

obtained global optimum is at [1, 0.05, 0.01, 0.5, 3] with the real cost value of $1,749 and a 

frequency of 787.4 Hz, which is far from the known global optimum.  However, if we minimize 

the cost in the given design space without imposing any constraints, then the optimum based on 

fc
m is the same as the real fc, though the obtained cost values differ significantly.  If fc

m and the 

real frequency function ff are used in Eq. 22, the obtained optimum is also far from the real 

optimum of Eq. 22.  These trials indicate that for unconstrained optimization problems, the 

optimum could be obtained as long as the surrogate approximates the real function well, i.e., R2 

value is large.  However, for constrained optimization problems with surrogate objective 

functions, no matter whether the constraints are approximated or not, the solution obtained can 

be erroneous even when R2 value is very high as seen in this case with R2=0.9981.  Only when 

R2 is extremely close to 1 and the average fitting difference on the sampling points are close to 

zero, can the constrained optimization problem be solved accurately.   
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E. Improvements to the Adaptive Response Surface Method 

As mentioned in Section I, the Adaptive Response Surface Method (ARSM) applies a threshold 

gradually on the original design space.34,36  The reduced design space is identified by searching 

the two extreme values of each x component on the hyper-plane formed by the intersection of the 

cutting plane and the original function.  The ARSM features the systematic reduction of design 

space considering the interrelationship between all design variables, providing an efficient and 

effective search method for the global optimum.  However, ARSM makes an assumption that the 

constraints are low-order polynomials that can be approximated accurately by a response surface 

or are known to the designer.  This assumption is made because the ARSM always uses the 

polynomial function to approximate functions in any region.  The polynomial function does not 

interpolate all the sampling points but approximates the overall trend of the function.  If 

objective and constraint functions of high non-linearity are both approximated by polynomial 

functions, the error at the constrained optimum may be high.  In addition, because the ARSM 

uses quadratic polynomial functions and design space reduction is based on the unconstrained 

objective function, it always gives the best modeling accuracy in the convex region that entails 

the unconstrained global optimum.  If the constraints are active in a convex region other than that 

of the unconstrained global optimum, the ARSM may yield a mediocre solution.   

 

The proposed methodology inherits the merits of the ARSM in that Steps 1 and 2 can be used to 

gradually and efficiently reduce the space to an “irreducible region.”  More importantly, it 

overcomes several of the ARSM’s limitations.  First, the proposed methodology makes no 

assumption on the form of the constraints.  As demonstrated with the OC and SB problems, it 

can deal with highly non-linear constraints, and these constraints can be approximated functions 

as well.  Secondly, because kriging is used repeatedly in the last “irreducible region,” the 

methodology converges to the constrained optimum rather than the unconstrained optimum.  

Thirdly, the proposed methodology uses an intuitive and reliable method, namely, fuzzy 

clustering, to reduce the design space.  In light of these findings, the proposed methodology is a 

significant improvement over ARSM and has much stronger potential to be used in real practice.  
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F. Limitations of the Proposed Method 

The proposed method is essentially an intuitive method.  It is based on the assumption that the 

initial design space is usually large, given the engineer’ limited understanding of the design 

problem at the beginning of design optimization.  The sampling in the initial design space should 

give a reasonable coverage of the entire space so that the model built at Step 1 can be used to 

locate the attractive sub-region in the design space.  What is the minimum number of sample 

points in the initial sampling, unfortunately, is problem dependent.  At Step 3, other methods 

such as the one in Ref. 33, might be used in substitution of the proposed Step 3 strategy. The 

essences of this work include the proposition of the fuzzy clustering method to reduce the design 

space, and the use of a framework of hierarchical metamodeling for design optimization.  It does 

not dictate the exclusive use of any sampling method, modeling method, or combination of both.  

In stead, engineers can gain more benefits by integrating new, better, methods into the two 

essential ideas proposed in this work. 

V. Closing Remarks and Future Work 

To explore an unknown system using metamodels, engineers are always faced with the challenge 

of the tradeoff between the number of expensive samples and the accuracy of surrogate model.  

The logical process is to build an accurate metamodel first and then perform optimization on the 

premise of a good metamodel.  However, to accurately model a complex system across a 

relatively large design space, the number of required samples (i.e., function evaluations) might 

be prohibitive.  The number of samples is also related to the granularity of the approximation, 

i.e., the minimum distance between sample points.  The granularity determines the metamodeling 

accuracy and thus the optimization accuracy.  One way to further reduce the number of samples 

while increasing the optimization accuracy is to discriminate the original design space.  That is to 

say, some regions will have small granularity and others have larger granularity.  Any such 

discrimination strategy, under the constraint of limited number of samples, would most likely be 

intuitive.  The proposed methodology in this work is one such intuitive method.  It learns from a 

metamodel of large granularity and then focuses on a small region to build a metamodel of small 

granularity, from which an accurate optimum can be obtained.  The contributions from the 

proposed methodology are summarized as follows. 
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• The fuzzy-clustering based method for space reduction. The combination of screening of 

points using the threshold and the point clustering leads to a smaller design space.  By 

applying a threshold, areas violating constraints can be excluded from the point set before 

clustering.  As a result, the constraints are more likely inactive in the reduced space and the 

optimization problem can be simplified.  The clustering method is intuitive, conceptually 

simple and computationally reliable and inexpensive.  The choice of threshold is proved to be 

insensitive. 

• The hierarchical metamodeling strategy.  This strategy distinguishes between the task of 

learning in a large design space and creating metamodels with high accuracy in a small 

design space.  At the learning phase, the conventional RSM can be used for variable 

screening and function behavior learning.  Kriging models can also be used at this phase if 

the number of function evaluations is more of concern or the function is known not to be a 

low-order polynomial.  In the reduced design space, kriging is used for accurate 

metamodeling in order to solve constrained optimization problems. The progressively 

sampling strategy with inherited LHD samples ensures consistently improving kriging 

models in a given design space.  The total number of samples can also be kept small.   

 
It is found through the testing of the proposed methodology that a constrained optimization 

problem demands very accurate surrogates of both the objective function and constraint 

functions.  Any discrepancy between the model and the real objective and/or constraint function 

will lead to an erroneous solution.  Similar results have also been observed during multi-

objective optimization using metamodels.47  Finally, a reliable global optimization algorithm is 

needed to solve the final optimization problem with accurate kriging models, especially when n 

is larger than ten.  Tests of the proposed methodology on large-scale design problems with n 

larger than 10 might also be helpful, and future work might include studying the use of other 

types of metamodels and metamodeling strategies within the proposed methodology.  
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Table 1 Summary of the clusters’ properties for SC. 

 Cluster 1 Cluster 2 
Center (0.4886 0.4945) (0.5182 0.4949) 
Range x1 [-2  2]  x2 [-1.2 1.2] x1[-2 2]   x2[-1.6  1.6] 

Minimum -5.0819 5.5842 
Mean 0.2173 10.940 

Median -0.0133 11.3745 
STD 3.1473 3.4183 

 

Table 2 Optimization iterations in the final space for the SC problem. 

 Iteration 1 Iteration 2 Iteration 3 Iteration 4 
# of samples for 

modeling 
12 19 27 38 

# of new samples 7 7 8 11 
Total # of func. 

evaluations  
19 26 34 45 

Model optimum -1.2336 -1.2324 -1.0079 -1.0240 
Real func. value 

at the model 
optimum 

-0.5868 -0.9424 -1.0242 -1.0303 

Optimum at (0.0632 0.443) (0.1367 -0.6089) (0.0563 -0.7297) (-0.0774 0.7211) 
 
 
 

Table 3 Material properties of beam layers. 
Material Type ρρρρ (Kg/m3) E (N/m2) C ($/m3) 

1 100 1.6 * 109 500 
2 2770 70 * 109 1500 
3 7780 200 * 109 800 
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Table 4 Comparison of the optimization results for three strategies. 
 

SC OC SB  
K-All KCK PCK K-All KCK PCK K-All KCK PCK 

Optimal Func. 
Value -1.031 -1.030 -1.030 0.007 0 0 358.161 355.705 330.96 

Optimal Point (-0.086 
0.717) 

(-0.077 
0.721) 

(-0.077 
0.721) 

0.997 1 1 

(0.180 
0.010 
0.013 
0.500 
3.110) 

(0.183 
0.011 
0.014 
0.500 
3.002) 

(0.168 
0.010 
0.011 
0.512 
3.008) 

# of Func. 
Eval. 78 45 45 31 16 15 148 180 97 

Convergence at 
Iteration # 6 5 5 5 4 3 4 4 3 

 
 
 
 
 

Table 5 Comparison of KCK and PCK on space reduction. 
SC OC SB  

KCK PCK KCK PCK KCK PCK 
# of model points 

for clustering 121 121 201 201 600 600 

Reduced Space x1:[-2 2] 
x2:[-1.2 1.2] 

x1:[-2 2] 
x2:[-1.2 1.2] 

[0.485  1] [0.540 1] 

x1:[0.018 0.942] 
x2[0 0.047] 
x3[0 0.042] 

x4[0.506 1.034] 
x5[3.017 9.803] 

x1:[0.074 0.976] 
x2[0 0.048] 
x3[0 0.043] 

x4[0.511 1.996] 
x5[3.008 5.944] 

[fMin fMax] [-3.6   35.1] [-5.1   39] [0.01  65] [0.02  4.4] [516 2e10] [197 2e10] 
Range of Cutting 

Values [18  35] [14  25] [0.6  1.65] [3.5  4.4] [5e3 2e4] [4e3 1e6] 
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Figure 1 The flowchart of the proposed method. 

 
 
 
 
 

 

 

 

 

 

 
 

 

Figure 2 An illustration of point screening and fuzzy clustering. 
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Figure 3 A LHD sample set formed by inherited and new points. 
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a) Contour plot of the obtained kriging model at iteration #4 

 
b) Contour plot of the SC function 

 

Figure 4 Comparison of the fitted kriging model with the original SC function. 
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Figure 5 Plot of the constrained optimization functions. 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 The sandwich beam design problem. 
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