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Abstract

In this paper we develop cross-layer schemes combining source rate selection, power management, and error control for wireless multicast of SNR scalable video. In particular, two error control schemes are analyzed and compared. The first one, type 2 hybrid ARQ/FEC, is based on incremental redundancy chosen to recover losses and provide the required level of video quality. The second one, called noncausal error control, relies on error concealment from future video data whose quality is adaptively adjusted to bring the video quality up to the desired level for all users. Our results indicate that noncausal error control can be significantly more efficient than type 2 hybrid ARQ/FEC.
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I. INTRODUCTION

Error control schemes for unicast video transmission include Forward Error Correction (FEC), Automatic Repeat reQuest (ARQ), and error concealment [1]. FEC is an open-loop error control scheme that adds redundancy to the bitstream prior to transmission. It is suitable for communication scenarios where the feedback from the receiver is not feasible, such as interactive conversational services. Because no feedback is assumed, packet loss needs to be predicted, and redundancy is designed for a range of possible packet loss realizations. However, only one of the possible loss realizations actually happens, so FEC usually ends up being either inefficient, or ineffective [2]. When feedback is feasible, as in video streaming, ARQ schemes can be more efficient than FEC [3]. With ARQ, packet loss need not be predicted as with FEC, but simply observed and reported to the server. The redundancy is then chosen to exactly match the observed loss.

Error concealment has traditionally been thought of as the “last line of defense” against packet loss [4]. There are several reasons for this. Error concealment is an application-layer technique, so it can be employed over any communication infrastructure, and activated whenever other error recovery methods fail. Further, error concealment relies on estimation of lost pieces of video data from the available ones, so it only provides approximate recovery of missing information. It might not always be possible to recover missing video data with sufficient quality. However, the error concealment method of [5], which we employ in one of the error control schemes described in this work, allows us to easily determine the quality of concealed data and decide whether it would be able to satisfy quality constraints. Hence, this error concealment method can form the “first line of defense,” and other error control schemes can be employed only if the server determines that the quality of the concealed data would be too low.

When multiple users need to receive the same data, multicast transmission can offer several advantages over unicast transmission, such as bandwidth savings and reduced resource requirements at the server and intermediate nodes. As the number of multicast users increases, the savings generally increase. But the large number of users also makes error control more challenging, because different users experience different losses. This is especially true in wireless multicast, where high error rates are common.

Our focus in this work is on centralized error control schemes for multicast, where the
responsibility for providing error recovery rests with a single entity, typically the video server itself. The most efficient of these schemes seems to be type 2 hybrid ARQ/FEC [6] (T2HA/F). In this scheme, each user periodically reports the number of received packets out of previously transmitted $k$ packets, so the server can calculate how many packets has each user lost. Suppose the user with the largest loss has lost $r$ out of $k$ transmitted packets. The server would then transmit $r$ parity packets (constructed from, say, Reed-Solomon $(n,k)$ code with $n-k \geq r$) on the multicast channel. These $r$ parity packets will enable each user to correct its own losses. The following example illustrates why this scheme is more efficient than standard ARQ. Suppose six packets were sent to three users. In Table I, packet reception is indicated by 1 and packet loss by 0. In this case, if using standard ARQ, the server would need to transmit four packets (2, 3, 4, and 6), while only two parity packets would be needed if T2HA/F is used.

<table>
<thead>
<tr>
<th>Packet #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>User 1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>User 2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>User 3</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

**Table I**

**Six packets sent to three users.**

In this paper we consider a wireless video multicast streaming system whose goal is to maintain received video quality for all users above a certain pre-specified level, while minimizing the energy used to transmit the video. We present two error control schemes suitable for this task, along with the corresponding power management algorithms. Both schemes make use of the receiver-side buffers which are common in video streaming [1]. One of the schemes is T2HA/F mentioned above. The other one is an extension of noncausal error control (NCEC) [7] to the multicast case. NCEC is based on error concealment of lost data from future data using backward error concealment. Since future data is used as the reference for error concealment, its quality can be adjusted so that the required level of quality is achieved in the damaged portion of the video when error concealment is applied. The novel aspects of this work include:

- Cross-layer formulation of type 2 hybrid ARQ/FEC (T2HA/F) for wireless video multicast.
- Distortion-rate (D-R) information from the application layer is used to set power levels for
packet transmission at the physical layer, thereby providing unequal error protection.

- Extension of another cross-layer error control scheme, the noncausal error control (NCEC) [7], to the multicast case. Loss of video packets is concealed from future video data, which plays a double role in our video multicast system - first, as the video data itself; and second, as the error control mechanism.

- Comparison of the energy efficiency of T2HA/F and NCEC in maintaining the required video quality at the receivers. The results indicate that NCEC can be significantly more efficient than T2HA/F.

The work described in this paper is an extension of our work in [9]. The paper is organized as follows. In Section II we provide an overview of a 3G wireless video multicast system. Section III describes the two error control schemes (T2HA/F and NCEC) that can be used in wireless video multicast. Their comparison is reported in Section IV, and conclusions are presented in Section V.

II. WIRELESS VIDEO MULTICAST SYSTEM

Figure 1 shows the key components of a generic 3G wireless video multicast system, which can be built on various technologies, e.g. UMTS [10] or cdma2000 [11]. Compressed video content is stored at the server in a scalable format. The server sends the video stream to radio network controllers (RNCs), which control the operation of base stations. Video content is transmitted on a broadcast channel. Depending on the content they wish to receive, users tune into the appropriate broadcast channel while maintaining a low-bandwidth dedicated connection to the base station. This dedicated channel is used for service and content updates, mobility management, and error control-related feedback, as described below.

A. Video coding, packetization, and decoding

The video coder used in this work is the fully scalable Motion-Compensated Embedded ZeroBlock Coder (MC-EZBC) [12], [13]. The basic coding unit is the group of pictures (GOP), typically 8 or 16 frames long. Video bitstream is packetized on a GOP-by-GOP basis into 512-byte packets, which include a 4-byte header, used as follows: 11 bits specifying GOP number, 5 bits specifying packet number within a GOP, and 16 cyclic redundancy check (CRC) bits. Application-level payload consists of 508 bytes of compressed video data, so the number of bits
in the payload is $B_p = 508 \times 8 = 4064$. The bandwidth expansion factor due to packet headers is $\eta = 512/508 = 1.008$.

Each user sends one small packet per GOP back to the server using its dedicated channel. This feedback packet indicates which packets were received in the previous GOP, so the server can determine packet loss for each user, and adjust its future actions accordingly. The loss of a packet is indicated by bit 0 in the feedback packet, while the reception is indicated by bit 1. If there are $N$ packets in a GOP, feedback related to that GOP will require $N$ bits. Using this feedback information the server decides on the number of parity packets that need to be transmitted, in the case of T2HA/F. In the case of NCEC, the server can find how much of the bitstream can each user decode, and then adjust the quality of future data which will be used as the reference for error concealment. In our experiments in Section IV, the number of packets per GOP never exceeded 16, so feedback information was limited to 16 bits. Since the amount of feedback information is so small, we assume the feedback packet is always received correctly, because its small size allows for heavy protection - either by increasing its transmission power, or using strong channel coding, or both.

The error concealment algorithm used here is the backward error concealment from [5], which
makes use of the properties of motion-compensated temporal filtering to recover data lost in a
given GOP (say GOP $i - 1$) from the data in the following GOP (in this case, GOP $i$). The
quality of the recovered data depends on the number of decodable bits in both GOPs, which
in turn depends on the number of packets received in both GOPs. Figure 2 shows an example
of the operational distortion-rate (D-R) surface produced by this error concealment algorithm.
The surface corresponds to the maximum frame distortion (as measured by mean squared error
- MSE) within GOP $i - 1$ after error concealment from GOP $i$, as a function of the number of
packets received in these two GOPs, $N_{i-1}$ and $N_i$, respectively. We denote such a surface as
\[ D_{c-i}^c(N_{i-1}, N_i). \] If the rate is expressed in terms of bits instead of packets, the surface could be
denoted \[ D_{c-i}^b(N_{i-1} B_p, N_i B_p). \] This example was produced using the grayscale QCIF sequence
Foreman at 30 frames per second (fps), encoded using the 8-frame GOPs, with $i = 2$. Operational
D-R concealment surfaces are stored at the server, and used to adjust the quality of future data
as necessary to maintain the received video quality above the specified level. Observe that the
quality of the concealed data improves as the number of packets (and consequently the quality of
the data) in the following GOP increases. This enables the server in the NCEC mode to choose
the appropriate number of packets in the following GOP, which will bring the quality of the
concealed data up to the desired level.

Both error control schemes described in this paper require compressed video data to be buffered
at the receiver during the decoding process. This buffering enables the server to take error control
action prior to video display. The receiver-side buffer needs to hold two GOPs - the current one
(GOP $i$), and the previous one (GOP $i - 1$), which is subject to error control. In the simulations
described later in the text, we used QCIF sequences at 30 fps, with transmission rates of up to
215.0 kilobits per second (kbps). With 8-frame GOPs, the amount of memory needed to hold
two compressed GOPs is no more than \[ 2 \times (215/8) \times (8/30) \approx 14.4 \text{ kiloBytes}. \]

\[ \text{B. Wireless channel model} \]

We adopted a simple and tractable wireless channel model in this work. We model the wireless
channel as a Rayleigh fading channel with additive white Gaussian noise. The channel attenuation
remains constant over one bit interval, but may vary between bits, and the sequence of fading
levels is wide-sense stationary. Hence, if $H_i$ is the random variable representing fading during
bit $i$, we have \[ E[H_i] = \text{const} = E[H]. \] Different users may have different values of $E[H]$. The
Fig. 2. Maximum frame distortion in terms of MSE in GOP $i - 1$ as a function of the number of decoded packets $N_{i-1}$ in GOP $i - 1$ and the number of decoded packets $N_i$ in GOP $i$, when backward error concealment is used.

The modulation scheme considered here is binary differential phase-shift keying (DPSK). Bit error probability of binary DPSK over a Rayleigh fading channel [14] is $P_b = 1/(2+2E_b/N_0)$, where $E_b$ is the received energy per bit period, and $N_0$ is the noise power spectral density. Transmission power is kept constant over the duration of a packet, but can be changed between packets. Hence, while packet $n$ is being transmitted at a power level $P_n$, average received energy per bit is $E_{b,n} = P_nE[H]/R_t$, where $R_t$ is the transmission rate. The expression for bit error probability in packet $n$ now becomes $P_{b,n} = 1/(2+2P_n/G)$, where $G = N_0R_t/E[H]$. The packet is discarded and considered lost if any of its bits are erroneously received. Hence, the loss probability of packet $n$ is

$$p_n = 1 - (1 - P_{b,n})^{\eta_{B_p}} = 1 - \left(1 - \frac{1}{2 + 2P_n/G}\right)^{\eta_{B_p}}.$$ (1)

This relationship between transmission power $P_n$ and packet loss probability $p_n$ will be used in the following sections to compute appropriate transmission power levels.
III. POWER MANAGEMENT AND ERROR CONTROL

The goal of power management is to minimize the energy used to transmit a given video while maintaining the expected distortion of the received video below a certain level $D_{max}$. Let $|GOP|^i$ be the number of frames in GOP $i$, and $f$ be the frame rate. For real-time transmission, we have a time slot of $|GOP|^i/f$ seconds to transmit all the information related to GOP $i$. With packet payload size $B_p$, bandwidth expansion factor $\eta$, and transmission rate $R_t$, the maximum number of packet slots in a time slot for GOP $i$ is

$$M^{i}_{max} = \left\lfloor \frac{R_t \times |GOP|^i}{\eta \times B_p \times f} \right\rfloor$$

(2)

where $\lfloor x \rfloor$ denotes the largest integer not greater than $x$. Some of these slots will be used for video information packets, while the rest will be used for error control packets related to the previous GOP, as shown in Figure 3.

Error control packets can either be parity packets used to correct losses in the previous GOP, or extra video packets used to improve the quality of the future video data, so that the quality of concealed data in the previous GOP is brought up to the required level. Depending on the packet loss and the error control scheme being used, there are three possibilities for choosing what to send as error control:

A. No loss in the previous GOP - in this case, no error control packets are sent, and all the packet slots for the current GOP are allocated to the video data from the current GOP. This problem is explored in Section III-A below.

B. Some loss in the previous GOP, followed by transmission of parity packets - in this case, explored in Section III-B, the server needs to determine how many parity packets need to be sent. This number equals the largest number of lost packets among all users.
C. Loss in the previous GOP, followed by backward error concealment - in this case, the server needs to determine how many packets from the following GOP need to be sent in order for error concealment to produce concealed data of sufficient quality. This can be done with the help of D-R concealment surfaces such as the one shown in Fig. 2. Section III-C describes this case.

In the T2HA/F mode, the server needs to consider cases A and B above. In the NCEC mode, all three cases need to be considered. Although error concealment is the first option for error recovery in NCEC, it might not always be able to provide the required quality of reconstruction, for example, when there is complex motion or a scene change in the video. In that situation the server may need to transmit parity packets for error recovery. Details are given in Section III-C.

A. No loss in the previous GOP

In this section we assume that no packets have been lost in the previous GOP, so the server only needs to send the data related to the current GOP. Let \(D_i(B)\) denote the maximum individual frame distortion in GOP \(i\) after decoding \(B\) bits. Operational distortion-rate (D-R) curves \(\overline{D}_i(B)\) are easy to obtain with a SNR scalable codec - video needs to be encoded once, and decoded at multiple points of interest. By definition of \(\overline{D}_i\); if \(\overline{D}_i(B) \leq D_{\text{max}}\) for some \(B\), then after decoding \(B\) bits all frames in GOP \(i\) will have distortion of no more than \(D_{\text{max}}\). Let \(N_i\) be the minimum number of packets in GOP \(i\) needed to satisfy the distortion constraint \(\overline{D}_i(N_iB) \leq D_{\text{max}}\) in the loss-free case, i.e.

\[
N_i = \min\{N \in \mathbb{N} : \overline{D}_i(NB) \leq D_{\text{max}}\}.
\] (3)

If all packets up to packet \(n\) in GOP \(i\) are received, but packet \(n\) is lost, we can decode up to \((n-1)B\) bits in that GOP. Let \(p_{ij}\) be the loss probability of packet \(j\) in GOP \(i\). For independent losses, the expected maximum frame distortion at the receiver for GOP \(i\) is

\[
E[\overline{D}_R] = \sum_{n=1}^{N_i} \prod_{j=1}^{n-1} (1 - p_{ij})p_{nj}^{\overline{D}_i((n-1)B)} + \prod_{j=1}^{N_i} (1 - p_{ij})^{\overline{D}_i(N_iB)}.
\] (4)

So, the expected distortion for GOP \(i\) is a function of the operational D-R curve \(\overline{D}_i(\cdot)\) and the loss probabilities of packets in GOP \(i\), which in turn depend on power levels used to transmit those packets, according to (1). Obviously, if \(M_{\text{max}}^i < N_i\), there are fewer packet slots available for GOP \(i\) than the number that is needed to satisfy distortion constraint in (3). Hence, in our
simulations described in Section IV, the transmission rate of the broadcast channel in (2) is always chosen sufficiently high to support the required quality. Typical values of $M_{\text{max}}^i$ and $N^i$ for the two test sequences (Claire and Foreman) are listed in Table II, where distortion constraints are shown in terms of the minimum Peak Signal-to-Noise Ratio (PSNR) in dB.

If the number of available packet slots $M_{\text{max}}^i$ is larger than the number of slots needed to support the required quality, some packets might be repeated in more than one slot. As demonstrated in [7], this leads to energy savings. Suppose packet $j$ in GOP $i$ is repeated $M_j^i$ times ($M_j^i \geq 1$) during the transmission of GOP $i$. Then the decoder will be able to decode this packet as long as at least one of its $M_j^i$ copies is received. The corresponding loss probability reduces to $(p_j^i)^{M_j^i}$, and one can write the equation for expected distortion $E[D_R^i]$ as

$$E[D_R^i] = \sum_{n=1}^{N^i} \prod_{j=1}^{n-1} \left(1 - (p_j^i)^{M_j^i}\right) \left(p_n^i\right)^{M_n^i} \overline{D}_p \left((n-1)B_p\right) + \prod_{j=1}^{N^i} \left(1 - (p_j^i)^{M_j^i}\right) \overline{D}_p \left(N^iB_p\right). \quad (5)$$

The goal is to minimize the total energy $E_{\text{tot}}^i$ spent on transmission of GOP $i$, while keeping the expected distortion at the receiver below $D_{\text{max}}^i$. For each packet $n = 1, 2, ..., N^i$ in GOP $i$, we
want to find the power level $P_n^i$ and the number of repetitions $M_n^i$ so as to

$$\begin{align*}
\text{minimize} & \quad E_{\text{tot}}^i = \sum_{n=1}^{N_i} \frac{M_n^i \eta B_p P_n^i}{R_t}, \\
\text{subject to} & \quad E \left[ \frac{D_R^i}{R_t} \right] \leq D_{\text{max}}, \\
& \quad \sum_{n=1}^{N_i} M_n^i \leq M_{\text{max}}^i,
\end{align*}$$

(6)

where the relationship between the packet loss probability $p_n^i$ and power $P_n^i$ is given by (1). This is a nonlinear mixed-integer problem. We could solve this problem by finding $P_n^i$’s that minimize $E_{\text{tot}}^i$ for each feasible combination of $M_n^i$’s, and then choosing the combination of $P_n^i$’s and $M_n^i$’s that yields the minimal $E_{\text{tot}}^i$. However, this would be prohibitively expensive in terms of computation. To simplify, we decompose this problem into a sequence of two simpler problems, as in [7]. The first step is to find intermediate values of $P_n^i$ (call them $P_{n,\text{opt}}^i$) that minimize the total transmission energy for $M_n^i = 1, n = 1, 2, \ldots, N_i$, subject to $E \left[ \frac{D_R^i}{R_t} \right] \leq D_{\text{max}}$. This is a constrained nonlinear programming problem which we solve via sequential quadratic programming (SQP) [8]. Once $P_{n,\text{opt}}^i$ are found, we can compute the corresponding packet loss probabilities $p_{n,\text{opt}}^i$ from (1). The next step is to find the combination of $M_n^i$’s that minimizes the total transmission energy, while maintaining the values of $p_{n,\text{opt}}^i$. Note that if packet $n$ is repeated $M_n^i$ times using the transmission power

$$P_n^i(M_n^i) = G \left[ \frac{1}{2 \left\{ 1 - [1 - (p_{n,\text{opt}}^i)^{1/M_n^i}] \eta B_p \right\} - 1} \right],$$

(7)

then each of it’s $M_n^i$ copies will have a loss probability of $(p_{n,\text{opt}}^i)^{1/M_n^i}$, but the effective loss probability of packet $n$ remains $(p_{n,\text{opt}}^i)^{1/M_n^i} = p_{n,\text{opt}}^i$. Hence, equation (7) tells us how to determine the power level for each of the $M_n^i$ copies of packet $n$ in order to preserve its loss probability of $p_{n,\text{opt}}^i$. The energy used to transmit all of $M_n^i$ copies of packet $n$ is $M_n^i \eta B_p P_n^i(M_n^i)/R_t$. The number of feasible combinations of $M_n^i$’s is effectively the number of terms in the multinomial expansion of the sum of $N_i$ variables raised to the power $M_{\text{max}}^i - N_i$,

given by

$$\binom{M_{\text{max}}^i - 1}{M_{\text{max}}^i - N_i}.$$
find the combination of $M^i_n$’s that results in the lowest transmission energy.

The above procedure assigns power level $P^i_n$ for the $n$-th packet in GOP $i$. This power level corresponds to packet loss probability $p^i_n$ which is related to $P^i_n$ through (1). An example of loss probabilities assigned to the packets of GOP 10 of the Foreman sequence, with $D_{\text{max}} = 65.025$ (equivalent to minimum PSNR of 30.0 dB), is given in Fig. 4. Observe that packets are assigned unequal loss probabilities - packets near the start of the bitstream have lower loss probabilities than those near the end of the bitstream, just as it should be for a scalable bitstream.

### B. Loss followed by transmission of parity packets

Now assume that packets from GOP $i - 1$ have been sent, and that some of them are lost. Each user may have lost a certain number of packets. Let $U$ be the number of users in the system, and let $\Lambda^i_{j-1}$ be the number of packets from GOP $i - 1$ that user $j$ has lost. Let $\Lambda^{i-1}$ be the maximum of these numbers, so that $\Lambda^{i-1} = \max\{\Lambda^i_{j-1} : j = 1, 2, ..., U\}$. In order to recover the losses in GOP $i - 1$, the server will transmit $\Lambda^{i-1}$ parity packets using some of the
slots allocated to GOP \( i \). This number of parity packets will enable each user to correct its own losses, since it is large enough even for the user with the largest loss. The goal is to minimize the total energy spent on transmission of packets of GOP \( i \) and transmission of parity packets for GOP \( i - 1 \), while satisfying distortion constraint in both GOP \( i \) and GOP \( i - 1 \).

Since different users are likely to lose different packets, each of them could have a different expression for the expected distortion in GOP \( i - 1 \) in terms of parity packets’ loss probabilities. The server could compute each of those, and then choose power levels for parity packets to satisfy the distortion constraint for each user separately. However, with a large number of users, this would be prohibitively expensive. Hence, we adopt a worst-case design strategy to find a single expression for \( E \left[ D_{\Lambda_i-1} \right] \), which in turn will result in distortion constraint being satisfied for all users. Let \( l_1, l_2, \ldots, l_L \) be the sequence of indices of packets lost among all users, sorted in ascending order. For packetized SNR scalable bitstreams, lower packet index indicates higher importance, because decoding of a packet depends on successful decoding of all previous packets. The worst-case design corresponds to the situation where the user with the largest loss (call her user A) is also the user which has lost the most important packet \( l_1 \). Note that \( \Lambda_{i-1} \leq L \), because no single user could have lost more packets than the number of packets lost among all users. The server needs to send \( \Lambda_{i-1} \) parity packets. These packets will all be sent at the same transmission power level \( P_{i-1} \). Let \( p_{i-1} \) be the corresponding loss probability for each of them. If user A receives all of the parity packets, she will be able to decode \( N_{i-1} B_p \) bits in GOP \( i - 1 \), otherwise she will decode \( (l_1 - 1) B_p \) bits. The expression for expected distortion of GOP \( i - 1 \) for user A is

\[
E \left[ D_{\Lambda_{i-1}} \right] = \left[ 1 - (1 - p_{i-1})^{\Lambda_{i-1}} \right] D_{\Lambda_{i-1}} ((l_1 - 1) B_p) + (1 - p_{i-1})^{\Lambda_{i-1}} D_{\Lambda_{i-1}} (N_{i-1} B_p). \tag{8}
\]

Again, if \( j \)-th parity packet is repeated \( M_{j-1} \) times, its power level is chosen according to (7) to keep the loss probability the same. The optimization problem now has the following form:

\[
\begin{align*}
\text{minimize} & \quad E_{\text{tot}} = E_{i-1} + E_i, \\
\text{subject to} & \quad E \left[ D_{\Lambda_{i-1}} \right] \leq D_{\max}, \\
& \quad E \left[ D_i \right] \leq D_{\max}, \\
& \quad \sum_{j=1}^{\Lambda_{i-1}} M_{j-1} + \sum_{n=1}^{N_i} M_{n-1} \leq M_i, \\
& \quad 0 \leq \sum_{j=1}^{\Lambda_{i-1}} M_{j-1} \leq M_i.
\end{align*} \tag{9}
\]
where $E_{i-1}^i$ is the total energy spent on transmission of parity packets for GOP $i-1$, given by $E_{i-1}^i = (\eta B_P P_{i-1}^i / R_t) \sum_{j=1}^{\Lambda_{i-1}} M_{j}^{i-1}$, $E_{\text{tot}}^i$ is the total energy spent on transmission of packets from GOP $i$, as in (6), and $E[D_R]$ is the expected distortion in GOP $i$ given by (5). As in the previous subsection, the first step is to find intermediate power levels $P_{p,\text{opt}}^{i-1}$ and $P_{n,\text{opt}}^i$ (and corresponding loss probabilities $p_{p,\text{opt}}^{i-1}$ and $p_{n,\text{opt}}^i$) that minimize the total transmission energy for $M_{j}^{i-1} = 1, j = 1, 2, ..., \Lambda_{i-1}$ and $M_{n}^i = 1, n = 1, 2, ..., N^i$. Then we find the best combination of $M_{j}^{i-1}$ and $M_{n}^i$ that minimizes the total transmission energy while maintaining loss probabilities found in the previous step.

C. Loss followed by error concealment

Noncausal error control (NCEC) operates as follows. Losses in GOP $i-1$ will be concealed from GOP $i$ using backward error concealment. However, to satisfy distortion constraint in GOP $i-1$ in this way, one typically needs to transmit more data from GOP $i$ than would be necessary in the absence of losses in GOP $i-1$. Suppose there are $U$ users in the video multicast system. Each user may have lost a certain number of packets and, depending on its loss pattern, is able to decode a certain number of received packets. Suppose that user $j$ is able to decode $N_{j,i-1}$ packets in GOP $i-1$. Similarly to the T2HA/F case, we adopt the worst-case design strategy. Based on feedback information, the server determines the largest number of packets that can be decoded by all users, which is equal to the number of decodable packets for the user with fewest decodable packets. Call this number $N_{i-1}$, so that $N_{i-1} = \min\{N_{j,i-1} : j = 1, 2, ..., U\}$. Using this number and the appropriate D-R concealment surface (such as the one shown in Fig. 2), the server can determine the number of packets needed to satisfy the distortion constraint in GOP $i-1$ through error concealment.

The following example based on the D-R concealment surface from Fig. 2 illustrates the procedure. Assume that in GOP $i-1$, Users 1, 2, and 3 have received 3, 5, and 8 packets, respectively. To find out how the concealed video quality for the three users depends on the number of packets in GOP $i$, we find intersections of the surface in Fig. 2 with planes $N_{1,i-1} = 3, N_{2,i-1} = 5,$ and $N_{3,i-1} = 8$, respectively. These intersections define operational D-R concealment curves for each user, shown in Fig. 5. Suppose our goal is to maintain the maximum distortion below $D_{\text{max}} = 120$ in terms of MSE. In that case, 5 packets from GOP $i$ would be sufficient for User 1, but not for Users 2 and 3 - they would need 6 packets. Hence, to satisfy distortion constraint
in GOP \( i - 1 \) for all users, we need at least 6 packets from GOP \( i \) in this case. This is also the worst-case design, because it is dominated by the user with the fewest decodable packets. Let the minimum number of packets from GOP \( i \) needed to satisfy distortion constraint in GOP \( i - 1 \) for all users through error concealment be denoted by \( N_{c,min}^i \).

In addition to \( N_{c,min}^i \), the server can also determine \( N^i \), the number of packets needed to satisfy the distortion constraint in GOP \( i \) (based on (3)). Let \( N^i_c = \max(N_{c,min}^i, N^i) \). This number of packets from GOP \( i \) will be sent by the server to the users. Since \( N^i \) is the greater of the two numbers (\( N_{c,min}^i \) and \( N^i \)), it will enable each user to satisfy distortion requirements in both GOP \( i \) and GOP \( i - 1 \). Strictly speaking, this conclusion relies on the assumed monotonicity of operational D-R curves \( \overline{D}(\cdot) \) and operational D-R concealment curves such as those shown in Fig. 5. It is well-known that theoretical D-R functions are non-increasing [15], but there is no similar result for operational D-R curves which depend on the combination of a particular codec and specific source information [16]. Nonetheless, our empirical observations show that this monotonicity is indeed satisfied for the MC-EZBC coder over the range of coding rates and
sequences used in this work, and we expect it to hold for other SNR scalable coders as well.

The optimization problem now becomes

\[
\begin{align*}
\text{minimize } & \quad \mathbb{E}_{\text{tot}} = \sum_{n=1}^{N_i^c} M_n^i \eta B_p P_n^i R_t \\
\text{subject to } & \quad \mathbb{E} \left[ \frac{D_{R}}{D_{i-1}} \right] \leq D_{\text{max}}, \\
& \quad \mathbb{E} \left[ \frac{D_{i-1}^i}{D_{R}} \right] \leq D_{\text{max}}, \\
& \quad \sum_{n=1}^{N_i^c} M_n^i \leq M_i^\text{max},
\end{align*}
\]

(10)

where \( \mathbb{E} \left[ \frac{D_{R}}{D_{i-1}} \right] \) is computed as in (5), and \( \mathbb{E} \left[ \frac{D_{i-1}^i}{D_{R}} \right] \) is computed using the appropriate operational D-R concealment surface \( D_{i-1}^i(\cdot, \cdot) \) as

\[
\mathbb{E} \left[ \frac{D_{i-1}^i}{D_{R}} \right] = \sum_{n=1}^{N_i^c} \prod_{j=1}^{n-1} \left( 1 - (p_j^i)^{M_j^i} \right) (p_n^i)^{M_n^i} D_{i-1}^{i-1}(N_{i-1} B_p, (n-1) B_p) + \prod_{j=1}^{N_i^c} \left( 1 - (p_j^i)^{M_j^i} \right) D_{i-1}^{i-1}(N_{i-1} B_p, N_i^c B_p).
\]

(11)

As before, we first find the power levels (and corresponding loss probabilities) that minimize the total transmission energy for \( M_n^i = 1, n = 1, 2, ..., N_i^c \), and then find the combination of \( M_n^i \) that minimizes the total transmission energy for the loss probabilities computed in the previous step.

If the total energy obtained by solving (10) happens to be higher than the energy required to employ T2HA/F (obtained by solving (9)), the server will transmit parity packets; otherwise, it will send only the packets from GOP \( i \) and rely on error concealment. Hence, NCEC will be at least as efficient as T2HA/F, because it can always resort to T2HA/F if that happens to be the more efficient option. The question is - does error concealment ever become the more efficient option? The following section shows that error concealment usually is the more efficient option. Consequently, NCEC can be significantly more energy efficient than T2HA/F.

IV. RESULTS AND DISCUSSION

In the absence of constraints on the received video quality, error concealment would always be more efficient than the transmission of incremental redundancy. However, this is no longer the
case if the received video quality is required to be above a certain level. Most error concealment methods cannot guarantee the quality of recovered video. One of the benefits of the error concealment method we employed in this work is that the quality of reconstructed video can be predicted using D-R concealment surfaces (e.g., Fig. 2). This enables future video data to be adjusted so that concealment can produce the required quality level. However, if the scene or motion are too complex, or if the required quality is too high, error concealment might not be able to provide it. Further, even if concealment with sufficient quality is possible, the quality of the reference data (the following GOP), which are used as the basis for concealment, may need to be so high (i.e. may require so many bits) that the transmission of incremental redundancy becomes the more efficient option. Hence, it is necessary to compare the energy required by T2HA/F and NCEC to maintain the received video quality above a certain pre-specified level.

We used two standard sequences in our experiments - Claire and Foreman - both grayscale, QCIF resolution, at 30 fps. They were encoded using the MC-EZBC video coder with GOP size of 8 frames. We simulated wireless multicast delivery of these sequences to three users. The $N_0/E[H]$ channel parameters for the three users were set as $1.2 \times 10^{-6}, 0.6 \times 10^{-6}$ and $0.24 \times 10^{-6}$ W/Hz, respectively, similar to the values used in [17]. These parameters are used to compute packet loss realization for the three users. They correspond to the situation where, on average, the first user has the worst reception, while the third user has the best reception. The value of $1.2 \times 10^{-6}$ is used in solving (6), (9), and (10). Hence, the average energy consumption is dominated by the user with the worst reception. However, the actual energy consumption for each particular GOP depends on the actual loss realization for each of the users in the previous GOP.

Multicast simulation is carried out in the following way. Each packet gets assigned a certain transmission power through optimization procedures described in the previous section. For each user, packet loss probability can be obtained from transmission power via (1), where constant $G$ involves $N_0/E[H]$ parameter for that user. Hence, each user ends up with its own packet loss probability. Then, for each user, we generate a Bernoulli random variable with the corresponding success probability to indicate whether the packet has been lost or received.

Transmission rate $R_t$ of the broadcast channel was varied in the range between 61.4 and 122.9 kbps for Claire, and between 92.2 and 215.0 kbps for Foreman. The reason for the difference in the range of transmission rates is that Foreman contains higher motion and is harder to compress.
(i.e. needs more bits) than Claire, so higher transmission rate is needed for the same quality. We tested error control with three values of maximum allowed distortion in terms of mean square error, $D_{\text{max}} \in \{205.6271, 115.6326, 65.0250\}$. These settings correspond to minimum PSNR of 25.0 dB, 27.5 dB and 30.0 dB, respectively. To obtain statistically meaningful results, each sequence was transmitted 1000 times for each value of $R_t$ and each $D_{\text{max}}$. The results in Tables III and IV represent averages of these 1000 simulation runs.

The average energy per frame spent on error control by T2HA/F and NCEC is shown in Table III for Claire and Table IV for Foreman. Observe that at lower transmission rates, NCEC significantly outperforms T2HA/F in terms of energy efficiency. For example, for Claire at $R_t = 61.4$ kbps with minimum PSNR of 30.0 dB, NCEC is 55% more efficient than T2HA/F. At higher transmission rates, the number of available packet slots per GOP ($M_{\text{max}}^i$ in the previous section) increases. Hence, packets can be repeated more often within the time slot allocated to the GOP, which reduces the required transmission energy. This makes both schemes more efficient, and the advantage of NCEC over T2HA/F reduces. The same trend was observed in the case of unicast video streaming [7].

Note that for Foreman with minimum required PSNR of 30.0 dB, the advantage of NCEC over T2HA/F is 0%. This means that incremental redundancy always ends up being more efficient than error concealment. As mentioned above, there could be several reasons for this. In some cases, due to high scene or motion complexity, error concealment cannot provide the required quality. In other cases, the quality of future data needed for high-quality error concealment may need to be too high and require too many bits, making T2HA/F the more efficient option. We would expect both of these situations to arise in sequences with complex motion. Our results agree with this observation.

To gain further insight into the operational differences between T2HA/F and NCEC, we extracted a sample simulation run from the experiments with Foreman sequence, with $R_t = 184.3$ kbps and minimum PSNR requirement of 27.5 dB. In this simulation run, user 1 loses the last two packets out of the four packets sent in GOP #2 (frames 9 – 16). During the transmission of the following GOP (GOP #3), T2HA/F scheme sends four packets from GOP #3 (which is enough to provide PSNR above 27.5 dB in GOP #3) and two parity packets for loss recovery in GOP #2. These two parity packets end up correcting the loss for user 1 in GOP #2. On the other hand, NCEC scheme increases the quality of data in GOP #3 by sending five packets.
for GOP #3. This is more than enough to keep the minimum PSNR of the frames in GOP #3 above 27.5 dB, but it also enables error concealment to produce the frames in GOP #2 whose PSNR is above 27.5 dB. Table IV summarizes packet reception/loss for the three T2HA/F users and the three NCEC users. In the table, 1 indicates packet reception while 0 indicates packet loss. Packets 5 and 6 in GOP #3 for T2HA/F users are parity packets, indicated by (P).

The PSNR profile for all users is shown in Fig. 6. We can make three observations from this example:

- Both schemes kept the PSNR of all frames above 27.5 dB, which was the main objective.
- T2HA/F ended up sending six packets in the time slot allocated to GOP #3 (four packets from GOP #3 and two parity packets for GOP #2), while NCEC sent only five packets (all from GOP #3). Hence, packets could be repeated more often with NCEC than with T2HA/F, which improved energy efficiency of NCEC. The total transmission energy in GOP
<table>
<thead>
<tr>
<th>$R_t$ (kbps)</th>
<th>PSNR$_{\min}$ (dB)</th>
<th>T2HA/F</th>
<th>NCEC</th>
<th>Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>92.2</td>
<td>25.0</td>
<td>26.2425</td>
<td>15.4232</td>
<td>41.2%</td>
</tr>
<tr>
<td>107.5</td>
<td>25.0</td>
<td>4.8062</td>
<td>3.1539</td>
<td>34.4%</td>
</tr>
<tr>
<td>122.9</td>
<td>25.0</td>
<td>1.3646</td>
<td>1.1519</td>
<td>15.6%</td>
</tr>
<tr>
<td>138.2</td>
<td>25.0</td>
<td>1.0098</td>
<td>0.9207</td>
<td>8.8%</td>
</tr>
<tr>
<td>153.6</td>
<td>25.0</td>
<td>0.2184</td>
<td>0.2085</td>
<td>4.5%</td>
</tr>
<tr>
<td>122.9</td>
<td>27.5</td>
<td>32.8405</td>
<td>18.3503</td>
<td>44.1%</td>
</tr>
<tr>
<td>138.2</td>
<td>27.5</td>
<td>19.4350</td>
<td>13.3550</td>
<td>31.3%</td>
</tr>
<tr>
<td>153.6</td>
<td>27.5</td>
<td>4.7485</td>
<td>3.8113</td>
<td>19.7%</td>
</tr>
<tr>
<td>169.0</td>
<td>27.5</td>
<td>3.7278</td>
<td>3.3077</td>
<td>11.3%</td>
</tr>
<tr>
<td>184.3</td>
<td>27.5</td>
<td>1.1532</td>
<td>1.0854</td>
<td>5.9%</td>
</tr>
<tr>
<td>153.6</td>
<td>30.0</td>
<td>922.2730</td>
<td>922.2730</td>
<td>0.0%</td>
</tr>
<tr>
<td>169.0</td>
<td>30.0</td>
<td>831.8051</td>
<td>831.8051</td>
<td>0.0%</td>
</tr>
<tr>
<td>184.3</td>
<td>30.0</td>
<td>326.7796</td>
<td>326.7796</td>
<td>0.0%</td>
</tr>
<tr>
<td>199.7</td>
<td>30.0</td>
<td>181.0173</td>
<td>181.0173</td>
<td>0.0%</td>
</tr>
<tr>
<td>215.0</td>
<td>30.0</td>
<td>31.8804</td>
<td>31.8804</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

**TABLE IV**

*Average energy in Joules per frame spent on error control by Type 2 Hybrid ARQ/FEC (T2HA/F) and non-causal error control (NCEC) for Foreman.*

#3 was 0.0794 Joules per frame (Jpf) for T2HA/F, and 0.0749 Jpf for NCEC, as illustrated in Fig. 7. This represents a saving of 5.6%, slightly lower than the average saving of 5.9% measured in 1000 simulation runs under these conditions (Table IV).

- NCEC reaction to loss in GOP #2 was to improve the quality of GOP #3 (frames 17–24). This benefited all users, since each of them decoded GOP #3 at a higher quality, while user 1 was able to compensate for its loss in GOP #2 through error concealment. Meanwhile, with T2HA/F, sending parity packets helped user 1 correct its losses, but did not help any of the other users.

Sample frames from this simulation run are shown in Fig. 8. From top to bottom, the figure shows the first and the last frame from GOP #2 (frames 9 and 16) and the first frame of GOP #3 (frame 17). From left to right, the first column corresponds to T2HA/F (all three users), the second column corresponds to users 2 and 3 with NCEC, while the third column shows the...
frames decoded by user 1 with NCEC. Observe that the quality of frame 17 (bottom row in the figure) is higher for NCEC users than for T2HA/F users, since NCEC increases the quality of GOP #3 to compensate for the loss in GOP #2. The quality improvement is most visible along diagonal edges in the upper-left and upper-right part of the frame. PSNR of frame 17 is 29.5 dB for T2HA/F users and 31.3 dB for NCEC users. The first two rows in the figure show the first and the last frame of GOP #2 (frames 9 and 16) Here, users 2 and 3 with NCEC decode the same frames as T2HA/F users - all of them are able to decode the original four packets from GOP #2. The PSNR values for these two frames are 29.4 dB and 29.6 dB, respectively. Meanwhile, user 1 with NCEC (third column) uses error concealment to compensate for its loss. Observe how the increased quality of GOP #3 “spills over” into GOP #2 for this user through error concealment. The PSNR values for frames 9 and 16 for this user are 29.0 dB and 30.7 dB. As expected, frame 16 has the highest quality among all frames in GOP #2 because it is temporally closest to high-quality GOP #3 which is being used as the reference for error concealment. As we move backwards in time through GOP #2, away from GOP #3 and towards frame 9, PSNR values decrease, as illustrated in Figure 6. In terms of PSNR, frame 9 of NCEC user 1 has lower quality than frame 9 of other users - 29.0 dB versus 29.4 dB. However, visual comparison still seems to favor frame 9 of NCEC user 1 despite the lower PSNR value, because diagonal edges look much cleaner here than in other users’ frames, albeit with some minor motion artifacts.
V. CONCLUSIONS AND FUTURE WORK

The focus of this paper was wireless video multicast. We have:

1) Developed joint source rate selection and power management for two error control schemes - type 2 hybrid ARQ/FEC (T2HA/F) and noncausal error control (NCEC).

2) Compared energy consumption of T2HA/F and NCEC in maintaining pre-specified video quality at the receiver for two standard sequences of different complexities and a variety of transmission rates.

3) Examined operational differences of the two error control schemes, and demonstrated that NCEC can be significantly more efficient than T2HA/F, especially for sequences with lower motion complexity.

T2HA/F can scale to a very large number of users [6], because it enables each user to correct its own losses from common data - parity packets in this case. NCEC shares this property with T2HA/F. With NCEC, losses are corrected from future video data, which is common to all users. However, as the results show, NCEC can be significantly more efficient than T2HA/F. The main
reason for this efficiency gain is that with NCEC, all resources (e.g. bandwidth, power) can be spent on transmitting future data, while with T2HA/F, part of the resources have to be spent on sending parity packets related to the previously transmitted data.

The two error control schemes we described in this paper were designed to minimize the power needed to maintain the received video quality above a certain pre-specified level. In practice, however, there are various regulatory limits on the base-station transmit power [18]. Hence, the power levels resulting from optimization procedures developed in Section III might occasionally be too high for a practical system. An important extension of this work would be the development of power management schemes for error control that incorporate power constraints. In this extended framework, the system would still try to minimize the power needed to maintain a certain video quality as described in Section III. If the resulting required power happens to be above the maximum allowed power level, the system would switch to a different mode and try to maximize the video quality for the given maximum allowed power level, as suggested in [19].

Fig. 7. Energy in Joules per frame (Jpf) corresponding to Fig. 6.
Fig. 8. Sample frames from the simulation shown in Fig. 6. Left to right: T2HAF (all users), NCEC (users 2 and 3), NCEC (user 1). Top to bottom: frames 9, 16, and 17.

The key component of NCEC is the error concealment algorithm that recovers lost data from future video data. Coupled with the scalable coder, this methodology allows us to predict the video quality obtained through error concealment, and adjust the quality of future video data accordingly. More advanced error concealment algorithms in NCEC could further reduce energy consumption.
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