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1. Introduction

1.1 Background

Deep learning has been a huge topic in machine learning research closer to Artificial Intelligence. A few decades ago, computer scientists developed a number of algorithms that trained computers to distinguish multiple instances of the same object.

With the growing number of drivers, and an increase of vehicles on the road come problems associated with traffic. Some of these problems, such as accurate bridge and highway tolling, parking lot management, and speed prevention, can now be solved using machine learning. This project will explore the use of deep learning for the purpose of vehicle tracking and license plate recognition.

This project gave us the basic understanding of the modern neural network and how it works with applications in computer vision. By using the building blocks of neural networks, we were able to improve the accuracy of a model with its pre-trained model. We used our understanding of the pre-defined building model of the neural network to compare the model accuracy using TensorFlow and Keras framework.

1.2 Literature Review

There are many published papers that discuss topics about vehicle detection. We will focus on one article named ‘Image-based vehicle analysis using deep neural network: a systematic study’ [1]. In this article, they use a DNN (YOLO) model to achieve vehicle detection. The article also covers training for vehicle classification on normal images and dark images. We are able to infer the success of our chosen project through the study of this article.

2. Project Description

Our project is divided into two major components: vehicle detection and license plate character recognition.

Phase I is detecting whether an input contains vehicles or not. If the algorithm predicts that the input contains vehicles, then we need to define a method which will precisely locate and crop the vehicle from the original data. Starting with the output from Phase I as the input, Phase II should search for the vehicle’s license plate and have the ability to recognize the number on the car plate.

Through investigating, we found that vehicle detection is already quite developed and there are numerous existing methods online; however, we still decided to explore deep learning through this project. We attempt to improve the accuracy with some pre-trained models.

What’s more, in consideration of time and resource limitation, (we neither have enough time nor access to any GPU machine), we decide to challenge image based detection rather than video based.

2.1 Vehicle Detection

2.1.1 Initial Plan

We first decided to build our own CNN model while using ImageNet as our starting point. We also considered applying some data augmentation on our dataset as a feasible method to improve prediction accuracy. Based on this idea, we did some research on currently popular solutions for vehicle detection.
2.1.2 YOLO Model

YOLO caught our attention during our online investigation, as it was the most popular method of real-time object detection. Unlike prior detection systems, which apply the model to a target at multiple locations with different scales, YOLO only applies a single neural network to the whole target image. According to the YOLO official website, the image is divided into regions with different weighted predicts bounding boxes. Each region has its own probability. Compared to previous work for object detection like R-CNN, which requires recursion and needs a lot of time and memory, YOLO only looks once at the whole image. Therefore, it is able to digest more global context in the image which makes it work extremely fast.

Since ‘car’ is a known class for YOLO, we decided to use this method. We found some valuable code written by Junsheng Fu from GitHub [1], which gave us insight into the use of YOLO weights to detect objects and how to implement visualization of the detected results. The available code uses TensorFlow implementation with pretrained YOLO small weight. Based on the code we found, we first made a single non-greyscale image as input data, and tried to test whether the code performed detection well or not. Every image that passes into the program is resized to 448x448, in order to match the model. In the meanwhile, we found that OpenCV gives wrong color to colored images when loading. This is because OpenCV uses BGR as its default color order for images while matplotlib uses RGB. When displaying an image loaded by OpenCV in matplotlib, the colors will be incorrect. This problem requires the use of OpenCV to explicitly convert data back to RGB:

\[ RGB_{\text{img}} = \text{cv2.cvtColor}(BGR_{\text{img}}, \text{cv2.COLOR_BGR2RGB}) \]

We also implemented the visualization part to mark the detected vehicle on the input image and cropped it for future use. Our implementation is able to crop multiple detected cars as well (see Figure 1).

According to the source code, the author defines his own layers rather than using Keras layers and sets up a convolutional neural network model. We wanted to apply YOLO tiny weight from the YOLO official website to the model schema in Figure 2 by using a similar method, but the result was unsuccessful. The reason for this failure is that the weight from YOLO website is designed for a specific model which is built in a .cfg file. In the .cfg file, the model is not sequential. After some investigation, we cannot find any Keras parallel model. For the purpose of using pre-trained weight, we needed to convert the .cfg format model into the model suitable for Keras through darkflow. This sample code[3] helped us to do this job. Due to the time limitation of our project, we determined not to use this method.
Instead, we passed in 8000 test images through a loop. The images were all from a ‘cars dataset’ published by Stanford University [4]. This is a large-scale, fine-grained dataset of cars. The average image size of this dataset is 980 x 728, and the largest image resolution is 3280 x 2240. The reason for choosing this dataset over some other small dataset is that we needed to crop the detected vehicle and pass the output to process the license plate for character recognition. If the resolution of initial input is too low, the whole program will lose accuracy. So, there is a tradeoff between speed and performance. Large images required more training/testing time and a more powerful device, but it gave a higher chance for us to detect a car and the car plate.

But a problem arose while using the high-resolution images as a test set; the memory was not large enough to accommodate them. So, after looping the whole program 32 times (in order to process 32 images), the system crashed and read the 33rd image as a grayscale image.
2.1.3 YOLO Custom Dataset

Since the modification of neural network structure is limited by time and knowledge, we decided to adopt the common YOLO network structure, but we trained it from scratch with our custom dataset. We were interested in the extent of improvements via training with the relatively small number of data.

Some specifications need to be clarified before proceeding into this project. First, YOLO program is implemented on the Linux platform, which means that modifications and debugging will be easier in Linux instead of Windows. Second, several applications are required to execute the files, including Python 2.7, OpenCV and the Darknet Toolkit. Notice that neither a virtual environment nor a specific backend is required since the YOLO configuration file is already implemented. Third, due to conflicts of the Nvidia graphic driver on a dual booting system, the CUDA toolkit cannot be utilized here, which in other words, means we cannot use a GPU to perform training. Lastly, in order to save time on data processing, we will focus on image dataset rather than real-time detection.

2.1.4 Data Preprocessing

The first challenge of the project was preprocessing our custom datasets. The dataset was obtained from the Stanford website [25]. This dataset contained both a training set and a validation set, and each set contained more than 8000 car images. YOLO detection features the way of bounding boxes as shown in Figure 1. So, for car detection, we needed to manipulate our training sets and generate the information of each bounding boxes.

We used the BBox-labeling tool to manually draw the bounding box [7][26]. This tool was able to record the appearances of cars in each image, and the absolute coordinates of the bounding boxes. Unavoidably, the accuracy of training depended on our drawing in this case. In addition, as mentioned in its documentation, this tool only recognized images with the suffix of “.JPEG”. Therefore, non-JPG type files needed to be converted first, and file names were required to be reorganized by some naming software like Bulk Rename in Ubuntu.

However, YOLO program recognized the coordinates in a different way from the labeling tool. YOLO expected XY coordinates of both the object center and width, while the labeling tool generated XY coordinates of four vertices [7]. We then used the script called “convert.py” from Darknet to complete this conversion [9][11].

2.1.4 YOLO Configuration

Next, we needed to implement a custom YOLO configuration file in order to train our dataset efficiently. In the Darknet program, several configuration files were already given, including the whole neural network structure setup as shown in Figure 2. Therefore, there were only a few items to be modified. In the car detection phase, there was only one class which is car itself. The object data was referred to by the directories of all training images and validation images. The batch number indicated the number of images processed at each training step, which was further rectified by subdivisions according to the computer performance. The number of filters was determined by the following formula:

\[ \text{Filters} = (\text{Class}+5) \times 5 \]

Which in our case, was equal to 30 [7]. Furthermore, we will take a pre-trained weight as a starting point. But from the testing results later on, we find this weight is basically of scratch.
2.1.5 YOLO Training

We began training by using the following command in Linux:

```
./darknet detector train <obj.data> <obj.cfg file> <pre-trained weight>
```

Figure 3 shows the command window after successful execution:

![Figure 3. Start Training](image)

At first, we trained with 200 testing images and more than 8000 validation images by mistake, due to the wrong implementation of wrong directories of validation dataset. Therefore, it took us 2 days to finish 100 iterations and obtain the saved weight. It’s worth mentioning that Darknet only saved the weight file every 100 iterations, and according to documentation, early stopping point had been reached before the 100th iteration, as shown in Figure 4.
We can see the average loss for 99th and 100th iteration was 0.291857 and 0.287070, respectively. According to Darknet documentation, early stopping point occurs when average loss no longer decreases 0.060730[9]. Therefore, the difference of 0.004787 was much less than indicated threshold, which will cause some errors.

We also performed another training with 400 testing images and 100 validation datasets. However, even this time it only cost 1 day of training, the testing result was worse than the first training. Therefore, we will only present the testing results of the first training in the following section.

### 2.1.5 YOLO Testing

We tested several images using the obtained trained weight, and made comparisons with the pre-trained weights. Here is one example as shown in Figure 5 and 6. Command is formatted as:

```
./darknet detector test <obj.data> <cfg file> <weight file> <test image>
```

We can see from the figures above that small number of training datasets improved the result significantly, providing the starting weight can only divide the image into 13x13 blocks and predict each element. However, insufficient data lead to low confidence of prediction, which
reported only 25% confidence in Figure 5. From other test cases, the average confidence was around 7%, and sometimes multiple prediction bounding boxes appeared even if only one car was present.

To improve this, according to the Darknet documentation, we needed at least 2000 training images and 1000 validation images, and perform at least 1000 iterations to select the weight file with the best performance. Due to time limitations and device constraints, we were unable to achieve this in this project [9].

Additionally, in order to pass clean images without bounding box to the next phase, we modified the code so that the prediction area could be cropped and saved. The procedure is included in “README.md” in the darknet folder.

2.2 License Plate Detection and Character Recognition

2.2.1 Components

In order to create an effective license plate reading program, we needed to divide the process into separate components. First, the license plate had to be located within an image of a car. Next, the individual letters and numbers contained within the plate needed to be identified and cropped. Finally, the value of the cropped images of the individual characters had to be predicted.

2.2.2 License Plate Detection

The initial design of the license plate detection component was based on the assumptions that the input image would be a close-up picture of a vehicle with a North American style license plate. This component was developed using the Scikit-Image library, in addition to open source code by Femi Oladeji [27].

The input image was first converted to a binary image using Otsu’s method by creating a threshold. The connected components in the binary image are then located and labelled. These labelled regions have properties which can be iterated through. Using the regionprops() function of the Skimage library, the labelled regions were compared with certain criteria to see if they could be a license plate.

We tried many different combinations of criteria to determine if a region was a license plate, such as the region’s size relative to image size, and the height to width ratio. Unfortunately, it was difficult to develop a reliable set of criteria since there were many possible variances in the input images. If successful, this step yielded a region that contained the black and white license plate.

2.2.3 Segmentation

Locating the characters within the license plate was done in a similar fashion as the previous step. First, the region containing the plate was labelled. Then, the regions within the plate were tested against some criteria. In order to find the license plate characters, the criteria we used were minimum and maximum dimensions based on the plate size. Once located, the characters were resized to 32x32, and appended to a list to be used in the next step.

2.2.4 Prediction

Character recognition was achieved using deep learning. Specifically, we created a convolutional neural network using Keras and TensorFlow. Our first model, based on The Semicolon’s code only gave us 71% accuracy [29]. We subsequently changed to a model by Anuj Shah [28], which gave us much better results. The CNN model consisted of three two-
dimensional convolution layers, and multiple drop out and max-pooling layers. The model is summarized in figure 7. We chose to use the adam optimizer as our update procedure.

In order to train the network, we used a data set called Chars74k, which contained thousands of images consisting of letters and numbers [30]. We narrowed down the dataset to only black and white computer fonts of capital letters and numbers from 0 to 9.

At this point we ran into an issue regarding the competency of our hardware. Since we did not have access to a high-performance GPU, we had to train on a laptop CPU. During training, the sensors were reporting very high CPU temperatures. Due to the risk of overheating the CPU, we decided to constrain our training in a few different ways. Primarily, we wanted to keep training time at a minimum. Therefore, we decided to cap the number of epochs at 10. Another way to reduce training time, as well as memory usage, was to reduce the size of the training images. We decided that 32x32 images would be good enough to achieve the result we were expecting.

The newly trained model took about 2 minutes per epoch for a total of about 20 minutes. The reported accuracy was ~94% and a test loss was ~0.225. This model was saved into a .h5 file to be used in the prediction program.

The prediction program was initially designed to read the segmented letters from the previous segmentation step. This required saving images to numpy arrays, and expanding the array dimensions to satisfy Keras’ input requirements. For TensorFlow, the input had to be the following:

![Figure 7. Neural Network Summary](image-url)
Ultimately, this method was unsuccessful, since there were some errors in properly formatting the images from the previous step. However, we were able to create a prediction program that read images directly from a folder, processed them (resize and single channel) and output an array of predictions. The array was translated from numbered classes to the appropriate class names using a Python Dict type, and some basic logic/array manipulation.

Although the prediction program was fairly successful at reading many different types of character images, it was not perfect. We believe that the model could be improved by increasing the number of epochs, and using higher resolution images for training. Also, the fact that certain classes could be nearly identical (such as ‘O’ and ‘0’, or ‘1’ and ‘L’) could be another issue with our model.

![Figure 8. Test and accuracy training results](image)

2.2.5 implementation

After training the “characters & numbers” and segmenting a license plate, figure 9 shows the connection between both tasks at the testing step.
3. Contribution of the work

As for work contribution, Arlene and Ricky did the first part, which is the car detection. Toky and Karamveer did the license plate recognition. Due to the time limitation, all of us are focusing our own part. Therefore, we did not write a single main file to integrate two parts. But after running the vehicle detection, the plate recognition part can directly treat the output from the first part as the input.

4. Result

Although integration of all the components was not realized, we were moderately successful with both our vehicle detection and character recognition. For vehicle detection, we were able to predict vehicle with up to 25% confidence, and our training showed a final loss of 0.287. For character recognition, our model had a final test loss of 0.225 and claimed an accuracy of 93%. It worked well for most fonts that we tested, but it is apparent that further work is required to improve it.

5. Conclusion and Summary

In summary, we were able to understand the architecture of the convolutional neural network (CNN) and its training procedure and understand the whole procedure of YOLO custom model. Furthermore, we were able increase the prediction precision by training a small dataset. The aspiration is detecting foreign license plates with the trained international dataset. In conclusion, there are multiples of applications in computer vision that deep learning could be used for such.
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