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4.2.22

We want to find ay, and ay such that
P(ar < p1 —p2 < ay) = 90%.

From equation 4.2.14, we have that

15 1%
ﬁl—ﬁziza/z\/pl( p1)+p2( pz)’

ni ni

where p; = %, P2 = 1007 Zq/2 = 1.645. Then

0.5(1—0.5) 0.4(1—0.4)
5-044+1.64 =0.1+0.11515.
0.5—0 65\/ TR 0.140.11515

Therefore an approximate 90% interval for p; — py is (-0.015, 0.215).

4.2.27
a)
Note that W = (m%)sg ~ X%mq) and Wy = m%)s? ~ x%nfl), and they are independent
2 1
since X1, ..., X, and Y7, ..., Y,, are independent sequences. Therefore
—1)s
P W/m-1) T3 m=1) 303 P
m—1,n— .
Waf(n—1) ~ o0y, 1) si/od ’

b)
P(F < b) =097 and P(a < F < b) = 0.95, P(F < a) = 0.025. We have thus that
a= Fin_1n-1,0.025) and b = F(,_1,n-1,0.975)-

c)

Since F = 2 772 Fim—1,n-1),

_ %/os _ s3/03
0.95 = 2752 =P Fim-1,n-1,0.025) < 202 < Fln—1,n-1,0.975)
s1/01 1/01

si
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( 2 Fm-1n-1,0025) < 75 < QF(ml,n1,0.975)> :
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4.4.28
a)

Let Y1 = min(X1, X5) and Y2 = maxz (X1, Xa).
First, we know that

Py, (y1) = P(min(X1, X2) <y1) =1 - P((X1,X2) > 1) =1 - P(X1 > y1)P(X2 > y2)
=1—(1—Fx(1))* for —oo<y <oo
Fy,(y2) = P(maz(X1, X2) <y2) = P(X1 < y2)P(Xe < ya) = Fx(y2)2 for —oo < ys < 0.

Since

Fxlp) = Px <) = P (222 <0) —000) = 5,
(

PY <p<Ys)=Pp<Y)=Plp<Yi)=(1-Fynp) -
= (1= Fx(u)?) ~ (1= {1 (1= Ex(0)?) = (1= () = (1= {1- (1= ()*D) = 5.

Therefore P(Y1 < pu < Ys) = %
Now we need to find E(Yz — Y1) = E(|X2 — Xi|) = E[|Z]] where X; ~ N(p,0?),
Xo ~ N(u,0?) and Z = X; — Xz ~ N(0,20?). Thus

= [ e
E(Y, -Y;)=FE[|Z|]| = 2(2”2> dz:2 e102” dz
(- = B(Z) = [ =

ei?lu = -2 — 1130

G

b)
We have that co = z,/20/y/n, n1=2, and o = 0.5. Then

¢ = zq/2/V/n = 0.674/V/2 = 0.477.

Therefore the length is 2co = 0.950. This can be compared with the expected value of the
length in part a, which is 1.130.

4.5.5

First, we have

L fl@;2) f(w252) 1
f(w;1) fze;1) — 2
Then 1 oo 1 1 n +
L 56—;1 56 22/ —x1—22 :Ze {131 :L’z}_ 2 M Slog(?).

Therefore the critical region is x1 + zo < 2log(2). Then, since X7 + X2 ~ I'(2,0) is the sum
of two I'(1, 2) random variables,

2log(2) 1 . 1 . .
0

Therefore the significance level is v(2) ~ 0.15 and the power is (1) ~ 0.4.



4.5.11
a)

First we know that

Y
Fy(y) = Fx(y)* = (22"
and -
x
Fx(x :/ —dr=—-,0<x<0
Then

W) =P(Ya> ) =1-P(¥s <) =1- ()"

and the significance level is 0.05 when

(1) =1-c*=0.05= ¢ = (0.95)%

b)
From part a,
v(0)=1- (O'fi )h=1- 0('% for a = 0.05.
4.6.7
a)

The test statistic is L
B X-Y
Spy/ (1/n1) + (1/n2)

The critical value can be found using 1 — a = 0.95 and

df =n+m—-2=13+16 -2 =27.

Using a Student t-distribution table, we get ¢ = 1.703. Since the test is left-tailed, the
critical region contains all values below -1.703.

b)

~ 27.133.

g (n—l)sg+(m—1)s§_\/(13—1)25.62+(16—1)28.32
P n+m — 2 - 13+16 —2

The test statistic is

X-Y 72.9 — 81.7

t= —
Spv/(1/m) +(1/n2)  27.133,/L + L

We fail to reject the null hypothesis at level 0.05 since —0.869 > —1.703.

~ —0.869.




4.7.8

60x45
180

The expected value of each cell is = 15. The critical value can be found using
1—a=0.95and

df =(a—1)(b-1)=(3-1)(4—-1) =6.
Using a chi-square distribution table, we get x2 95 = 12.6. We have that the random variable

b a
;z 1 X /n)(X /n) NX *(6), approzimately.

_ _ 2 L 2 _ 2 _ 2 _ 2
(15 — 3k — 15) +2(15 k 15) +2(15+k‘ 15) +2(15—|—3k‘ 15) +4(15 15)
15 15 15 15 15
s
=5

Wobs =2

The rejection of independence occurs when

2
% > 12.6 = k > \/(3/3)(12.6) = 2.16.

Therefore the smallest value of k that leads to the rejection of independence is 3.

4.8.4

First, we get

The target pdf is )
fx(@) = 3 fz((z — a)/b).

From this we would randomly generate observations from fz(z) and save them. Then we
would divide each of the observations by b to obtain the observations from fx (z).

4.8.21

First, we know that

PU<u,V<v,W<1)
P(W <1)

Fyviw<i(u,vjw <1) =

Now, P(W < 1) = 7 since the probability of falling within a circle with radius 1
(W =U? + V? = 1) within a square of area 4 with sides with range of U and V from
-1 to 1, is 7. Therefore

u v
Fyviw<i(u,vlw <1) = 22 — %7
< T ;-
SO . 1
foviwar(wvjw <1) = —— = =, uw? + 02 <1
oudv w

Transforming to polar coordinates, we have u = rsinf, v = rcosf, radius r where 0 < r < 1,
0 < 6 < 2mw. Then the Jacobian is

‘;—" ‘;—g sinf  rcosf

|J| = = = r.
[ ov _ 1
£ =% cosb rsinfd




Then ,
fro(r0lw<l)=rfyy(u,v)=—,0<0<2m, 0<r<1l
™

We have that

—2log(r? —4log(r
r1 = uz = rsinf # = rsind #’ —00 < 11 < 0.
r r
Similarly,
—4log(r
T2 = rcost #, —00 < w2 < 00,
r
o) u
—4log(r
a + a3 =17 <2g()> (sin?0 + cos*0) = —4log(r) = r = e~ 1(@i+al)
r
Also,
T x
L — tanh = 0 = arctan (1) ,
Z2 T2
so the Jacobian is
60 660 To —x
RIS T I S B S
5% 5572 —%xlr —%xgr 2
Finally
Ix1.x, (21, 22) = fR,@(e%(w?+xg),arctan(ﬂ)ﬂj\ = le%l(ﬁﬂ%) % %e%(ﬁmg)
T2 e

N S A
= ——e 1——e 272
V2T V2T
Therefore we have shown that the random variables X; and X, are iid with a common
N(0,1) distribution.

1
2

, —00 < 21 < 00, —00 < Ty < 0.

4.9.2
a)

1. The z}’s are drawn with replacement, so they are independent.

2. Since they are drawn with replacement, they have equal probability of being drawn, so
P(X} =)= P(X; =an) forany m =1,...,n and i # j. Thus they are identically

distributed.
3.
. #zj <t} 1
F,)=P(Xr<t)="22"9 =0 — N (g2, < 1),
(1) = P(X; < 1) i PRCEE
which is the empirical cdf of x4, ..., z,.
b)

n n
* * 1 =
E(X) =) =P(X; =a;) =) T =%
=1 j=1



c)

Note that

y 1 (n+1) n—1
_P()(Z < m((n+1)/2)) = ﬁ X < B — 1) = m 5 and
. 1 (n+1) n—1
P(Xi >1‘((n+1)/2))=1—ﬁ X ( 5 ) = o

Since P(XZ* < £C((n+1)/2)) = P(XZ* > x((n—i—l)/2))~ Thus T((n+1)/2) is the median.

d)



