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Introduction

Introduction

Slammer, Nimda, and Code Red I anomalies affect
performance of the Internet Border Gateway Protocol (BGP)

BGP anomalies also include: Internet Protocol (IP) prefix
hijacks, miss-configurations, and electrical failures

BGP anomalies often occur

Techniques for BGP anomalies detection have recently gained
visible attention and importance
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Introduction

Contribution

We introduce new BGP features to design anomaly detection
mechanisms by applying:

Support Vector Machine (SVM) models
Hidden Markov Models (HMMs)
Naive Bayes (NB)

The proposed models are tested with collected BGP traffic
traces and are employed to successfully classify and detect
various BGP anomalies

We apply multi-classification models to correctly classify test
datasets and identify the correct anomaly types

Graphical user interface tool (BGPAD) is built to classify BGP
anomalies for BGP datasets
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Data Processing

Extraction of features

Datasets sources

The RIPE and Route Views BGP update messages:
multi-threaded routing toolkit (MRT) binary format

Validity of the proposed models was checked by also using
BGP traffic trace collected from the BCNET

Class Date Duration (h)

Slammer Anomaly January 25, 2003 16

Nimda Anomaly September 18, 2001 59

Code Red I Anomaly July 19, 2001 10

RIPE regular Regular July 14, 2001 24

BCNET Regular December 20, 2011 24

References

RIPE RIS raw data [Online]. Available: http://www.ripe.net/data-tools/stats/ris/ris-raw-data.

University of Oregon Route Views project [Online]. Available: http://www.routeviews.org/.

BCNET [Online]. Available: http://www.bc.net.
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Data Processing

Extraction of features

List of extracted features

Extracted features: volume and AS-path features:

Feature Definition Category

1 Number of announcements volume
2 Number of withdrawals volume
3 Number of announced NLRI prefixes volume
4 Number of withdrawn NLRI prefixes volume
5 Average AS-PATH length AS-path
6 Maximum AS-PATH length AS-path
7 Average unique AS-PATH length AS-path
8 Number of duplicate announcements volume
9 Number of duplicate withdrawals volume

10 Number of implicit withdrawals volume
11 Average edit distance AS-path
12 Maximum edit distance AS-path
13 Inter-arrival time volume

14-24 Maximum edit distance = n, where n = (7, ..., 17) AS-path
25-33 Maximum AS-path length = n, where n = (7, ..., 15) AS-path

34 Number of IGP packets volume
35 Number of EGP packets volume
36 Number of incomplete packets volume
37 Packet size (B) volume
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Data Processing

Extraction of features

Normalized scattering graphs

Feature 1, feature 2, and feature 6:
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Selecting appropriate combination of features is essential for a
an accurate classification
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Data Processing

Selection of features

Feature selection algorithms

Features scoring algorithms:

Fisher
minimum Redundancy Maximum Relevance (mRMR)
odds Ratio

These algorithms measure the correlation and relevancy
among features

The top ten features were selected

References

Y.-W. Chen and C.-J. Lin, “Combining SVMs with various feature selection strategies,” Strategies, vol.
324, no. 1, pp. 1–10, Nov. 2006.

H. Peng, F. Long, and C. Ding, “Feature selection based on mutual information criteria of
max-dependency, max-relevance, and min-redundancy,” IEEE Trans. Pattern Analysis and Machine
Intelligence, vol. 27, no. 8, pp. 1226–1238, Aug. 2005.
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Data Processing

Selection of features

Fisher algorithm

Training datasets: a real matrix X7200×37.

Column vector Xk , k = 1, ..., 37 corresponds to one feature

The Fisher score for Xk :

F-score =
m2

a −m2
r

s2
a + s2

r

=

1
Na

∑
i∈anomaly

xik

2
− 1

Nr

∑
i∈regular

xik

2

1
Na

∑
i∈anomaly

(xik −ma)
2

+ 1
Nr

∑
i∈regular

(xik −mr )
2

Na and Nr : number of anomaly and regular data points

ma and s2
a (mr and s2

r ): the mean and the variance of
anomaly (regular) class
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Data Processing

Selection of features

Fisher algorithm

Fisher algorithm: maximizes the inter-class separation
m2

a −m2
r and minimizes the intra-class variances s2

a and s2
r

mRMR algorithm: maximizes the relevance of features with
respect to the target class while minimizing the redundancy
among features

Variants of the mRMR algorithm:

Mutual Information Difference (MID)
Mutual Information Quotient (MIQ)
Mutual Information Base (MIBASE)
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Data Processing

Selection of features

mRMR algorithm

mRMR relevance between a feature set
S = {X1, ...,Xk ,Xl , ...,X37} and a class vector Y is based on
the mutual information function I:

I(Xk ,Xl ) =
∑
k,l

p(Xk ,Xl )log
p(Xk ,Xl )

p(Xk )p(Xl )

Criteria for mRMR variants:

MID: max [V (I)−W (I)]
MIQ: max [V (I)/W (I)]

V (I) =
1

|S |
∑
Xk∈S

I(Xk ,Y), W (I) =
1

|S |2
∑

Xk ,Xl∈S

I(Xk ,Xl )

MIBASE: ordered based on the I(Xk ,Xl ) function
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Data Processing

Selection of features

Odds ratio algorithm

Performs well for feature selection in binary classification with
NB classifiers

Computed as:

OR(Xk ) = log
Pr(Xk |c)

(
1− Pr(Xk |c̄)

)
Pr(Xk |c̄)

(
1− Pr(Xk |c)

) ,
where Pr(Xk |c) and Pr(Xk |c̄) are the probabilities of feature
Xk being in classes c and c̄ , respectively.
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Data Processing

Selection of features

EOR, WOR, MOR, and CDM Algorithms

The odds ratio (OR), extended odds ratio (EOR), weighted
odds ratio (WOR), multi-class odds ratio (MOR), and class
discriminating measure (CDM) are variants that enable
feature selection for multi-class problems:

EOR(Xk ) =
J∑

j=1

log
Pr(Xk |cj )

(
1− Pr(Xk |c̄j )

)
Pr(Xk |c̄j )

(
1− Pr(Xk |cj )

)
WOR(Xk ) =

J∑
j=1

Pr(cj )× log
Pr(Xk |cj )

(
1− Pr(Xk |c̄j )

)
Pr(Xk |c̄j )

(
1− Pr(Xk |cj )

)
MOR(Xk ) =

J∑
j=1

∣∣∣∣∣ log
Pr(Xk |cj )

(
1− Pr(Xk |c̄j )

)
Pr(Xk |c̄j )

(
1− Pr(Xk |cj )

) ∣∣∣∣∣
CDM(Xk ) =

J∑
j=1

∣∣∣∣∣ log
Pr(Xk |cj )

Pr(Xk |c̄j )

∣∣∣∣∣
where

Pr(Xk |cj ) is the conditional probability of Xk given the class cj

Pr(cj ) is the probability of occurrence of the j th class
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Data Processing

Selection of features

The top ten selected features

Fisher mRMR Odds Ratio variants
MID MIQ MIBASE OR EOR WOR MOR CMD

F Score F Score F Score F Score F Score F Score F Score F Score F Score

11 0.397758 15 0.94 15 0.94 15 0.94 10 1.3602 5 2.1645 5 1.3963 6 2.3588 5 8.5959
6 0.354740 5 0.12 12 0.36 17 0.63 4 1.3085 7 2.1512 7 1.3762 5 2.3486 11 6.9743
9 0.271961 12 0.11 3 0.35 2 0.47 1 1.1088 6 2.1438 6 1.3648 11 2.3465 9 3.0844
2 0.185844 7 0.10 8 0.34 8 0.34 14 1.1080 11 2.1340 11 1.3495 17 2.3350 2 2.3485
16 0.123742 4 0.07 1 0.32 6 0.27 12 1.0973 10 2.0954 13 1.1963 16 2.3247 8 2.2402
17 0.121633 10 0.07 6 0.30 3 0.13 3 1.0797 4 2.0954 9 1.0921 14 2.1228 16 2.0985
8 0.116092 8 0.04 4 0.27 1 0.13 15 1.0465 13 2.0502 2 1.0198 1 2.1109 3 2.0606
3 0.086124 13 0.04 17 0.26 9 0.10 8 1.0342 9 2.0127 16 0.9850 2 2.1017 14 2.0506
1 0.081760 2 0.03 9 0.25 12 0.08 17 1.0304 1 2.0107 17 0.9778 7 2.0968 1 2.0417
14 0.081751 14 0.03 2 0.24 11 0.06 16 1.0202 14 2.0105 8 0.9751 3 2.0897 17 2.0213
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Supervised classification

Supervised classification process
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Supervised classification

Performance Evaluation

We considered: accuracy, balanced accuracy, and F-score

Definitions:

True positive (TP): is number of anomalous training data
points that are classified as anomaly
True negative (TN): is number of regular training data points
that are classified as regular
False positive (FP): is number of regular training data points
that are classified as anomaly
False negative (FN): is number of anomalous training data
points that are classified as regular

Actual class
True (anomaly) False (regular)

Anomaly test outcome
Positive TP FP
Negative FN TN
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Supervised classification

Performance measures and indices

Performance measures:

sensitivity =
TP

TP + FN

precision =
TP

TP + FP

Performance indices:

accuracy =
TP + TN

TP + TN + FP + FN

balanced accuracy =
sensitivity + precision

2

F-score = 2× precision×sensitivity
precision+sensitivity
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Classification with Support Vector Machines

Support Vector Machines

Support vector machines were introduced by V. Vapnik in
1970s

SVMs perform more accurately for datasets with high
dimensional complexity

For each training dataset X7200×37, we target two classes:
anomaly (true) and regular (false)

Dimension of feature matrix: 7, 200× 10

Each row contains the top ten selected features within the
one-minute interval

References

Support Vector Machine - The Book [Online]. Available:
http://www.support-vector.net/chapter_6.html.

Libsvm–a library for support vector machines [Online]. Available:
http://www.csie.ntu.edu.tw/~cjlin/libsvm/.
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Classification with Support Vector Machines

SVM two-way datasets

NB Training dataset Test dataset

SVM1 Slammer and Nimda Code Red I
SVM2 Slammer and Code Red I Nimda
SVM3 Code Red I and Nimda Slammer
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Classification with Support Vector Machines

Two-way classification: performance

All anomalies are treated as one class

Performance index

Accuracy (%) F-score (%)

SVM Feature Test
dataset

(anomaly)

RIPE
(regular)

BCNET
(regular)

Test
dataset

(anomaly)
SVM1 All features 64.1 55.0 62.0 63.2

SVM1 Fisher 72.6 63.2 58.5 73.4

SVM1 MID 63.1 52.2 59.4 61.2

SVM1 MIQ 60.7 47.9 61.7 57.8

SVM1 MIBASE 79.1 74.3 60.9 80.1

SVM2 All features 68.6 97.7 79.2 22.2

SVM2 Fisher 67.4 96.6 74.8 16.3

SVM2 MID 67.9 97.4 72.5 19.3

SVM2 MIQ 67.7 97.5 76.2 15.3

SVM2 MIBASE 67.5 96.8 78.8 17.8

SVM3 All features 81.5 92.0 69.2 84.6

SVM3 Fisher 89.3 93.8 68.4 75.2

SVM3 MID 75.4 92.8 71.7 79.2

SVM3 MIQ 85.1 92.2 73.2 86.1

SVM3 MIBASE 89.3 89.7 69.7 80.1
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Classification with Support Vector Machines

Classification results

SVM3 achieves the best F-score (86.1%) using features
selected by MIQ
BCNET and RIPE test datasets contain no anomalies and
have low F-scores:

Performance measure: accuracy
SVM2: the best overall two-way classifier

Incorrectly classified (anomaly) BCNET traffic collected on
December 20, 2011 (red):
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Classification with Support Vector Machines

Classification results

Correctly classified anomaly traffic (red):
Slammer (left)
Code Red I (middle)
Nimda (right)
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Slammer (left)
Code Red I (middle)
Nimda (right)
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Classification with Support Vector Machines

Four-way classification: performance

Multi-class SVMs are used on training datasets: Slammer,
Nimda, Code Red I, and RIPE regular/BCNET

Average accuracy (%)
(3 anomalies and 1 regular)

Feature RIPE regular BCNET

All features 77.1 91.4

Fisher 82.8 85.7

MID 67.8 78.7

MIQ 71.3 89.1

MIBASE 72.8 90.2

References

C.-W. Hsu and C.-J. Lin, “A comparison of methods for multiclass support vector machines,” IEEE Trans. Neural
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Classification with Hidden Markov Models

Hidden Markov Models

First order HMMs are used to model stochastic processes that
consist of two embedded processes:

observable process that maps BGP features
unobserved hidden process that has the Markov property

Assumption: observations are independent and identically
distributed

States

Observations
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Classification with Hidden Markov Models

HMM classification stages

HMM model is specified by a tuple λ = (N,M, α, β, π):
N = number of hidden states (cross-validated)
M = number of observations (11)
α = transition probability distribution N × N matrix
β = emission probability distribution N ×M matrix
π = initial state probability distribution matrix

The proposed detection model consists of three stages:

Observation vector extractor and mapping: all features are
mapped to 1-D observation vector
Training: two HMMs for two-way classification and four
HMMs for four-way classification are trained to identify the
best α and β for each class
Classification: maximum likelihood probability p(x |λ) is used
to classify the test observation vectors
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Classification with Hidden Markov Models

HMM classification process
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Classification with Hidden Markov Models

Classification

HMMs with the same number of hidden states are compared

Example: HMM1, HMM4, HMM7, and HMM10 correspond to
HMMs with two hidden states for various training datasets

HMM accuracy:

Number of correctly classified observation vectors

Total number of observation vectors
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Classification with Hidden Markov Models

Two-way classification: performance

Performance index

Accuracy (%)
anomaly concatenated

with regular

F-score (%)
anomaly concatenated

with regular
N Feature set RIPE regular BCNET RIPE regular BCNET

2 (1,2) 86.0 94.0 84.4 93.8

2 (6,12) 79.0 71.0 76.2 60.7

4 (1,2) 78.0 87.0 72.2 85.0

4 (6,12) 64.0 60.0 48.0 35.9

6 (1,2) 85.0 91.0 84.3 90.1

6 (6,12) 81.0 65.0 80.1 50.2

HMMs have better F-score using set (1, 2) than set (6, 12)
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Classification with Hidden Markov Models

Four-way classification: performance

Similar tests are applied using RIPE and BCNET datasets
with four-way HMM classification.

The classification accuracies are averaged over four HMMs for
each dataset

Average accuracy (%)
3 anomalies concatenated with 1

regular
N Feature set RIPE regular BCNET

2 (1,2) 72.50 77.50

2 (6,12) 38.75 41.25

4 (1,2) 66.25 76.25

4 (6,12) 26.25 33.75

6 (1,2) 70.00 76.25

6 (6,12) 43.75 42.50
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Classification with Naive Bayes

Naive Bayes

One of the most efficient machine learning classifiers

Naivety: to assume that features are independent conditioned
on a given class:

Pr(Xk = xxxk ,Xl = xxx l |cj ) =

Pr(Xk = xxxk |cj ) Pr(Xl = xxx l |cj )

xxxk is realization of feature vector Xk

xxx l is realization of feature vector Xl

Advantages:

in some applications, it performs better than other classifiers
low complexity
may be trained effectively with smaller datasets

August 7, 2012 Comparison of Machine Learning Models for Classification of BGP Anomalies 35/ 64



Comparison of Machine Learning Models for Classification of BGP Anomalies

Classification with Naive Bayes

NB posterior

Posterior of a data point represented as a row vector xxx i is
calculated using the Bayes rule:

Pr(cj |Xi = xxx i ) =
Pr(Xi = xxx i |cj ) Pr(cj )

Pr(Xi = xxx i )

≈ Pr(Xi = xxx i |cj ) Pr(cj )

Naive Bayes:

Bayes rule: allows calculation of posterior distributions
Independence (naive): helps calculate the likelihood of a data
point:

Pr(Xi = xxx i |cj ) =
K∏

k=1

Pr(Xik = xik |cj )
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Classification with Naive Bayes

Likelihoods and priors

Priors correspond to the relative frequencies of the training
data for each class cj :

Pr(cj ) =
Nj

N

Nj is the number of training data that belong to the j th class
N is the total number of training data points

Gaussian distribution is used to generate the likelihood
distributions (continuous features):

Pr(Xik = xik |cj , µk , σk ) = N (Xik = xik |cj , µk , σk )

Parameters {µcj , σcj} are validated for each class
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Classification with Naive Bayes

NB classification

Classification:

two-way classification:
max{Pr(c1|Xi = xxx i ),Pr(c2|Xi = xxx i )}
four-way classification:
max{Pr(c1|Xi = xxx i )),Pr(c2|Xi = xxx i ),Pr(c3|Xi =
xxx i ),Pr(c4|Xi = xxx i )}

Example (two-way classification):
an arbitrary training data point xxx i is classified as anomalous if
Pr(c1|Xi = xxx i ) > Pr(c2|Xi = xxx i )
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Two-way classification: performance
Performance index

Accuracy (%) F-score (%)

No. NB Feature Test
dataset

(anomaly)

RIPE
(regular)

BCNET
(regular)

Test
dataset

(anomaly)
1 NB1 All features 69.1 91.1 77.3 38.8
2 NB1 Fisher 72.1 92.3 76.3 46.1
3 NB1 MID 66.0 94.7 78.2 25.4
4 NB1 MIQ 70.8 89.9 80.9 44.7
5 NB1 MIBASE 71.2 88.2 81.3 46.9
6 NB1 OR 66.5 77.9 94.7 26.2
7 NB1 EOR 70.4 78.3 92.7 42.0
8 NB1 WOR 74.1 77.2 89.3 52.8
9 NB1 MOR 72.1 80.8 90.9 46.8
10 NB1 CDM 71.8 80.8 92.6 45.3

11 NB2 All features 68.1 92.1 87.1 21.4
12 NB2 Fisher 68.2 93.4 89.0 22.6
13 NB2 MID 65.2 95.8 90.7 6.4
14 NB2 MIQ 68.0 91.5 88.9 22.3
15 NB2 MIBASE 68.5 90.7 89.3 24.8
16 NB2 OR 65.2 87.9 96.0 6.2
17 NB2 EOR 69.0 90.4 93.6 26.5
18 NB2 WOR 70.1 90.9 91.6 32.1
19 NB2 MOR 68.2 91.2 93.8 22.0
20 NB2 CDM 70.1 91.5 90.9 32.1

21 NB3 All features 83.4 91.3 85.9 57.8
22 NB3 Fisher 88.1 90.7 85.9 68.5
23 NB3 MID 80.5 95.8 90.9 43.6
24 NB3 MIQ 84.4 91.2 89.1 58.1
25 NB3 MIBASE 85.1 89.8 89.1 61.4
26 NB3 OR 82.3 88.6 95.5 46.7
27 NB3 EOR 84.8 85.1 92.4 58.9
28 NB3 WOR 87.4 84.3 90.1 69.7
29 NB3 MOR 87.3 84.4 89.1 69.2
30 NB3 CDM 87.9 84.4 91.4 67.0
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Classification with Naive Bayes

Four-way classification: performance

Average accuracy (%)
3 anomalies concatenated with 1

regular
No. Feature set RIPE regular BCNET

1 All features 74.3 67.6
2 Fisher 24.7 34.3
3 MID 74.9 33.1
4 MIQ 24.6 34.8
5 MIBASE 75.4 33.1
6 OR 25.5 36.7
7 EOR 75.3 68.1
8 WOR 75.8 53.2
9 MOR 77.7 68.7
10 CDM 24.8 34.5
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Classification results: Slammer worm (January 25, 2003)
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Left: incorrectly classified (red) regular (false positives) and
anomaly (false negatives) data points
Right: correctly classified (red) anomaly (true positives) data
points
Correctly classified regular (true negatives) data points are not
shown
All anomalous data points that have large number of IGP
packets (volume feature) are correctly classified
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BGP Anomaly Detection (BGPAD tool)

Roadmap
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BGP Anomaly Detection (BGPAD tool)

BGPAD tool:
Inspects BGP pcap and MRT files for anomalies
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BGP Anomaly Detection (BGPAD tool)

BGPAD tool:
Provides test performance indices

August 7, 2012 Comparison of Machine Learning Models for Classification of BGP Anomalies 44/ 64



Comparison of Machine Learning Models for Classification of BGP Anomalies

BGP Anomaly Detection (BGPAD tool)

BGPAD tool:
Displays anomalous traffic
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Discussions and Conclusions

Discussion: feature extraction and selection

The trust relationship among BGP peers is vulnerable during
anomaly attacks

Example: during BGP hijacks, a BGP peer may announce
unauthorized prefixes that indicate to other peers that it is the
originating peer

Effect of anomalies on volume features:

False announcements propagate across the Internet and affect
the number of BGP announcements (updates and withdrawals)
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Discussions and Conclusions

Discussion: feature extraction and selection

Effect of anomalies on AS-path features:

large length of the AS-PATH BGP attribute implies that the
packet is routed via a longer path to its destination
very short lengths of AS-PATH attributes occur during BGP
hijacks when the new (false) originator usually gains a
preferred or shorter path to the destination
edit distance and AS-PATH length of the BGP announcements
tend to have a very high or a very low value (large variance)

The top selected AS-path features appear on the boundaries
of the distributions: AS-path features 25, 32, and 24 have the
highest Fisher, MID, and MIQ scores
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Discussions and Conclusions

Discussion: classification

SVM models exhibited better performance than the HMMs
and NB in two-way and four-way classifications

SVM and NB models based on Code Red I and Nimda
datasets

HMMs have the highest accuracies

with two hidden states
using the number of announcements and number of
withdrawals (feature 1 and feature 2) than the than models
with the maximum number of AS-PATH length (feature 6) and
the maximum edit distance (feature 12)

SVM, HMM, and NB two-way classifications produced better
results than four-way classifications because of the common
semantics among BGP anomalies
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Discussions and Conclusions

Discussion: classification

RIPE regular and BCNET test datasets contain no anomalies
and have low F-scores. For example, In two-way NB:

Performance measure (accuracy):

RIPE regular: 95.8%
BCNET: 95.5%

OR algorithms often achieve better performance:

feature score is calculated using the probability distribution
that the NB classifiers use for posterior calculations
features selected by the OR variants are expected to have
stronger influence on the posteriors
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Discussions and Conclusions

Discussion: classification

WOR feature selection algorithm achieves the best F-score for
all NB classifiers

Performance of the NB classifiers is often inferior to the SVM
and HMM classifiers

NB2 classifier trained on Slammer and Code Red I datasets
performs better than the SVM classifier
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Discussions and Conclusions

Discussion: comparison of features category performance

The volume features accounted for 65% of selected features

We applied two-way SVM classification with only volume and
again with AS-path features

Performance of SVM using volume features was superior to
AS-path

Performance index
SVM category accuracy precision sensitivity specificity balanced accuracy f-score

SVM1 volume 68.5 53.6 16.6 73.2 44.9 27.1
SVM1 AS-path 56.4 6.12 29.5 58.8 44.1 3.93

SVM2 volume 87.0 69.6 12.5 99.1 55.8 22.3
SVM2 AS-path 86.0 38.7 1.19 99.6 50.4 2.36

SVM3 volume 94.8 79.7 76.4 97.3 86.8 85.0
SVM3 AS-path 56.9 19.1 79.4 53.8 66.6 64.1

August 7, 2012 Comparison of Machine Learning Models for Classification of BGP Anomalies 52/ 64



Comparison of Machine Learning Models for Classification of BGP Anomalies

Discussions and Conclusions

Discussion: performance comparison

Performance comparison:

Rule based techniques: better results in two out of three
datasets
Behavioural techniques: worse results in all the three datasets

Proposed models
Dataset SVM

(two-way)
SVM

(four-way)
HMM

(two-way)
HMM

(four-way)
NB

(two-way)
NB

(four-way)
Rule based
techniques

Behavioural
techniques

Slammer 89.3 82.8 86.0 70.0 87.4 77.7 94.4 74.0
Nimda 68.6 82.8 86.0 70.0 70.1 77.7 84.1 74.0
Code Red I 79.1 82.8 86.0 70.0 74.1 77.7 74.9 74.0
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Discussions and Conclusions

Conclusions

Anomalies in BGP traffic traces were successfully classified
using SVM, HMM, and NB models

Various feature selection algorithms and machine learning
models were employed to design BGP anomaly detectors

Volume features are more relevant to the anomaly class than
the AS-path features

The OR algorithms often achieved higher F-scores in the
two-way and four-way classifications with various training
datasets
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Discussions and Conclusions

Conclusions

The best achieved F-scores: SVM (86.1%), HMM (84.4%),
and NB (69.7%)

Using the BGP volume features is a viable approach for
detecting possible worm attacks

The proposed models may be used as online mechanisms to
predict new BGP anomalies and detect the onset of worm
attacks
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