Creeping flow through ordered arrays of micro-cylinders embedded in a rectangular minichannel
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1. Introduction

Microchannels offer high heat and mass transfer coefficients, high surface to volume ratio, and low thermal resistance. As such, they have been utilized in applications such as electronics cooling, aerospace, MEMS, medical and biomedical devices [1–4]. The major drawback in using microfluidic chips is the high pressure drop which is a result of their small cross-sectional length scale [5]. To alleviate this problem, the channels cross-sectional size should be increased which reduces the surface to volume ratio of the designed chip. However, one solution is to combine mini/microchannels with porous media to develop a novel design whereby the mini/microchannels are filled with porous media. Similar to microchannels, highly porous structures feature low-weight, high surface-to-volume ratio, and low thermal resistance. As such, they have been utilized in applications such as electronics cooling, aerospace, MEMS, medical and biomedical devices [1–4]. The major drawback in using microfluidic chips is the high pressure drop which is a result of their small cross-sectional length scale [5]. To alleviate this problem, the channels cross-sectional size should be increased which reduces the surface to volume ratio of the designed chip. However, one solution is to combine mini/microchannels with porous media to develop a novel design whereby the mini/microchannels are filled with porous media. Similar to microchannels, highly porous structures feature low-weight, high surface-to-volume ratio, and high heat transfer coefficient [6]. Therefore, it is expected that microchannels filled with porous media offer thermal properties similar to that of regular microchannels at the expense of a lower pressure drop.

Microchannels filled with porous media also have potential applications in filtration, detection of particles, controlling surface wettability of microsystems, chromatographic separation, and tissue engineering [7–9]. Moreover such structures have been used in biological and life sciences for analyzing biological materials such as proteins, DNA, cells, embryos, and chemical reagents [10,11].

Although the fully developed and developing flows in channels of various cross-sections filled with porous media have been extensively studied in the literature (see for example [12–14]); such studies for small-scale mini- and micro-size channels are not numerous. Hooman [15,16] have investigated rarefied gas flows in microchannels filled with porous media. However, their theoretical analyses were not verified by any experimental data. Scales and Tait [17] solved volume averaged equations for pressure driven and electroosmotic flows through porous microfluidic devices and reported a sophisticated solution for flow between parallel plates.

Few experimental and numerical studies have been conducted to study the flow through mini/microchannels filled with micro pin fins. Kosar et al. [18] studied laminar flow across four different arrays of micro pin fins embedded inside in microchannels with 100 μm depth. The pin fin diameters employed in their study were 50 and 100 μm. They compared their results for Reynolds numbers in the range of 5–128 with existing correlations for relatively high Reynolds number flows through macro-scale tube banks and observed a significant deviation. Kosar et al. [18] related this deviation to the difference between flow in micron-size systems and geometries where the smallest length scale is larger than 1 mm. Vanapalli et al. [19] measured the pressure drop in microchannels of 250 μm depth containing various pillar arrays in the Reynolds number range of 50–500. On the contrary, their results...
for circular pillars were in good agreement with conventional relationships. Yeom et al. [20] reported low Reynolds number flow pressure drops through microchannels filled with arrays of micro-posts with various fibers in square arrangements. The channels were 200 μm deep and the diameters of the micro-posts ranged from 200 μm to less than 10 μm. Similar to [19], they did not include wall effects into their analysis. Therefore, their results for high permeability arrays deviated from the values predicted by conventional theories. Gamarat et al. [21] employed volume averaged equations to study flow through channels partially filled with micro-posts in an attempt to investigate effects of wall roughness on the flow field and pressure drop. They also performed experimental investigations and successfully compared their theoretical analysis with the experimental data.

To the best knowledge of the authors, there has been no study on the pressure drop in microchannels filled with porous media and comparison of the data with the theories developed for macro size geometries (with hydraulic diameters larger than one millimeter). As such, the goals of this study are to:

- Employ the theoretical studies developed for regular size channels for predicting the pressure drop of liquid flows through minichannels filled with porous media.
- Perform independent experimental and numerical studies to verify the theoretical analysis.
- Determine the importance of different parameters such as permeability and cross-sectional length scale on the pressure drop in the investigated geometries.

The focus will be on porous media formed by square arrangements of cylinders. Employing the Brinkman model for confined porous media and the analytical model developed by Tamayol and Bahrami [22] for permeability of square arrangement of fibers, a compact model for estimating pressure drop of ordered arrays of short cylinders embedded in a channel is proposed. In addition, an experimental study is conducted in which water flow pressure drops are measured in several PDMS samples with different cylinder sizes and porosities. Moreover, creeping flow through the fabricated structures is solved numerically to provide a more accurate mean for verifying the theoretical approach.

Through comparison of the proposed model with the experimental and numerical data, it is shown that despite its simplicity, the presented approach is practical and accurate enough for design and optimization purposes in microfluidics.

2. Theoretical background

The microchannel filled with porous media, shown in Fig. 1, is comprised of repeating square arrangements of mono disperse cylinders, embedded in a rectangular microchannel. Several researchers have stated that in the creeping flow regime, the fully developed condition is achieved within the first three rows of cylinders; see for example [23]. Therefore, the entrance effects are neglected in this study. As such, fully developed, steady state, incompressible, and creeping flows of a Newtonian fluid inside the aforementioned geometries are studied.

In low Reynolds number flows in porous media, a linear relationship is assumed between the applied pressure drop and the volume averaged (superficial) velocity which is called the Darcy equation:

$$-\frac{dP}{dx} = \frac{\mu}{K} U$$ (1)

where \(\mu\) is the fluid viscosity and \(K\) is the permeability of the medium. The Darcy relationship is empirical, convenient, and widely accepted. However, in applications where a porous material is confined by solid walls, e.g., mini/microchannels filled with porous media, or when the flow inside the porous medium is boundary driven, the Brinkman equation [24] should be used instead:

$$-\frac{dP}{dx} = \frac{\mu}{K} U + \mu_{\text{eff}} \frac{d^2 U}{dy^2}$$ (2)

where \(\mu_{\text{eff}}\) is called the effective viscosity. Previous studies have shown that the viscosity ratio \(\mu' = \mu/\mu_{\text{eff}}\) varies between 1 to 10 [25]. Some researchers have postulated that \(\mu' = 1\); see for example [26] which is a reasonable assumption for highly porous materials [27]. However, Ochoa-Tapia and Whitaker [28] argued that \(\mu' = 1/\varepsilon\) is a more accurate assumption; \(\varepsilon\) is the porosity of the porous medium.

The last term in the right hand side of Eq. (2) has been originally added to the Darcy equation to enable the solution to fulfill the no-slip boundary condition on solid walls. In the limiting case, where either there is no porous medium inside the channel or the boundary effects are dominant, Darcy term, the first term in the right hand side of Eq. (2), vanishes and this equation becomes identical to Stokes equation. On the other hand, in the limit of very dense
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**Nomenclature**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D)</td>
<td>Darcy number ((D = K/\ell^2))</td>
</tr>
<tr>
<td>(\ell)</td>
<td>cylinder diameter (m)</td>
</tr>
<tr>
<td>(\varepsilon)</td>
<td>uncertainty associated with parameters</td>
</tr>
<tr>
<td>(h)</td>
<td>channel depth (m)</td>
</tr>
<tr>
<td>(K)</td>
<td>permeability (m²)</td>
</tr>
<tr>
<td>(L)</td>
<td>channel length (m)</td>
</tr>
<tr>
<td>(m)</td>
<td>parameter used in Eq. (3)</td>
</tr>
<tr>
<td>(P)</td>
<td>pressure (N/m²)</td>
</tr>
<tr>
<td>(Q)</td>
<td>volumetric flow rate (µl/min)</td>
</tr>
<tr>
<td>(Re)</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>(S)</td>
<td>distance between centers of adjacent cylinders (m)</td>
</tr>
<tr>
<td>(U)</td>
<td>volume averaged velocity (m/s)</td>
</tr>
</tbody>
</table>

**Greek symbols**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\varepsilon)</td>
<td>porosity</td>
</tr>
<tr>
<td>(\ell)</td>
<td>parameter used in Eq. (3)</td>
</tr>
<tr>
<td>(\eta)</td>
<td>non-dimensional coordinate</td>
</tr>
<tr>
<td>(\mu)</td>
<td>viscosity (N s/m²)</td>
</tr>
<tr>
<td>(\mu_{\text{eff}})</td>
<td>effective viscosity (N s/m²)</td>
</tr>
<tr>
<td>(\mu')</td>
<td>viscosity ratio ((\mu' = \mu_{\text{eff}}/\mu))</td>
</tr>
</tbody>
</table>

**Subscripts**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c)</td>
<td>related to connections</td>
</tr>
<tr>
<td>(D)</td>
<td>developing</td>
</tr>
<tr>
<td>(FD)</td>
<td>fully developed</td>
</tr>
<tr>
<td>(\text{minor})</td>
<td>minor losses</td>
</tr>
<tr>
<td>(ev)</td>
<td>electro viscous</td>
</tr>
</tbody>
</table>

**Nomenclature**

---

**Greek symbols**

- \(\eta\): viscosity (N s/m²)  
- \(\ell\): channel depth (m)  
- \(K\): permeability (m²)  
- \(L\): channel length (m)  
- \(m\): parameter used in Eq. (3)  
- \(Q\): volumetric flow rate (µl/min)  
- \(Re\): Reynolds number  
- \(S\): distance between centers of adjacent cylinders (m)  
- \(U\): volume averaged velocity (m/s)
porous media, the Darcy term becomes dominant and Eq. (2) reduces to Eq. (1).

Hooman and Merrikh [29] have developed analytical solutions for flow and pressure drop inside large scale rectangular channels filled with porous media:

$$\frac{\Delta P}{L} = \frac{\mu}{Wh^3} \frac{1}{2 \sum_{n=1}^{m} \frac{1}{C_0 (1 - \tanh \frac{e_0}{m})}}$$

where,

$$e_0 = \frac{h}{W}; \quad \lambda_n = \left( \frac{2n - 1}{2} \right) \pi, \quad \sqrt{Da}^{-1} = \frac{h}{\sqrt{R}}; \quad m = \left( \lambda_n^2 + Da^{-1} \right)^{1/2}$$

and $h$, $L$, and $W$ are the depth, length, and width of the channel, respectively. They also assumed that $\mu' = 1$. The cross-sectional aspect ratio, $\varepsilon = h/W$, in the samples tested in the present study is smaller than 0.1. Therefore, instead of considering the whole rectangular cross-section, the sample can be envisioned as a porous medium sandwiched between two parallel plates, as shown in Fig. 2. The solution of Eq. (2), the volume averaged velocity distribution, for 2D flow between parallel plates subject to no-slip boundary condition on the wall becomes:

$$U = \frac{K dP}{\mu dx} \left[ \frac{\sinh \left( \frac{y}{\sqrt{R}} \right) - \sinh \left( \frac{y - h}{\sqrt{R}} \right)}{\sinh \left( \frac{h}{\sqrt{R}} \right)} - 1 \right]$$

Consequently, the pressure drop for the simplified geometry becomes:

$$\frac{\Delta P}{L} = \frac{\mu Q \sinh \left( \frac{h}{\sqrt{R}} \right)}{K h \left[ 2 \sqrt{\frac{h}{R}} - 1 + \cosh \left( \frac{h}{\sqrt{R}} \right) \right] - \sinh \left( \frac{h}{\sqrt{R}} \right)}$$

It should be noted that Eq. (2) and consequently Eqs. (3) and (6) are valid for creeping flow regime where the inertial effect of the porous media on the pressure drop is negligible. This assumption is valid when the Reynolds number defined based on the cylinder diameter is less than 8 [30].

To calculate the pressure drop from either Eq. (3) or Eq. (6), one needs to know the permeability. Depending upon the microstructure, the permeability should be calculated from suitable relationships/models; see for example [30–33]. Models that do not take into account the microstructural parameters such as cylinders arrangement and orientations have limited range of applicability that can significantly change the accuracy of Eq. (3) or Eq. (6). The permeability of square arrangement of fibers in the normal directions which is the focus of the current study is discussed in the following subsection.

The relative difference of the predicted values of pressure drop calculated from a 3D analysis, Eq. (3), or a 2D model, Eq. (6), is shown in Fig. 3. It can be seen that the maximum relative difference between the two models for the range of samples with small cross-sectional aspect ratio is less than 8%. Therefore, Eq. (6) can be used for predicting the pressure drop.

**Fig. 1.** Structure of the considered porous-filled channels (a) the schematic, (b) a fabricated sample.

**Fig. 2.** Schematic of the simplified 2D geometry.

**Fig. 3.** Relative difference between predicted values of pressure drop based on 3D analysis using Eq. (3), $(\Delta p/L)_{3D}$, and the 2D model presented by Eq. (6), $(\Delta p/L)_{2D}$. 
2.1. Permeability of the array of cylinders

The normal permeability of ordered cylinders has been studied extensively in the literature [22, 34–37]. Recently, Tamayol and Bahrami [22] have employed an integral technique solution to develop analytical models for permeability of square arrangement of fibers. The porosity ($\varepsilon$) for these arrangements is determined from:

$$\varepsilon = 1 - \frac{\pi d^2}{4s^2}$$  (7)

where $s$ is the distance between adjacent cylinders and $d$ is the diameter of the cylinders, as shown in Fig. 1. The following relationship was reported for the permeability of square arrangement of fibers [22]:

$$K' = \left( \frac{12(\sqrt{q/c} - 1)}{q/c} \frac{2 - g(\varepsilon)}{2} + \frac{18 + 12(q/c - 1)}{\sqrt{q/c}(1 - q/c)^2} + \frac{18\sqrt{q/c}}{\tan^{-1}\left(\frac{1}{\sqrt{q/c} - 1}\right) + \frac{1}{2}} \right)^{-1}$$  (8)

where $K' = K/d^2$, $g(\varepsilon) = 1.2744s - 0.274$, and $q/c = \pi/4(1 - \varepsilon)$. In Ref. [22], Eq. (8) was successfully verified with experimental data collected from several sources. In this study, Eq. (8) is used to calculate the permeability of the cylinders located inside the microchannels.

3. Experimental procedure

3.1. Microfabrication

Five different PDMS/PDMS samples were fabricated using the soft lithography technique [38] described by Erickson et al. [39]. The fabrication process has two main parts: (1) preparing the mold; (2) making the PDMS replica.

SU-8 is a negative tone, epoxy type, near UV (365 nm) photopatternable material that can be employed as a master for PDMS micromolding. It consists of a polymeric epoxy resin (Epon SU-8) in an organic solvent (gamma Butyrolactone (GBL)) and a photoacrylic generator taken from the family of the triarylimidium-sulfonium salts. SU-8-100 was chosen for micromold fabrication as it can be patterned in very thick films (up to 2 mm thick) and makes an excellent mold for PDMS. Square glass slides of 75 × 75 mm and 1 mm thick were used as substrates which were first cleaned in an organic solvent (gamma Butyrolactone (GBL)) and a photoacid generator. SU-8-100 was chosen for micromold fabrication as it can be patterned in very thick films (up to 2 mm thick) and makes an excellent mold for PDMS. Square glass slides of 75 × 75 mm and 1 mm thick were used as substrates which were first cleaned in an organic solvent (gamma Butyrolactone (GBL)) and a photoacid generator taken from the family of the triarylimidium-sulfonium salts. SU-8-100 was chosen for micromold fabrication as it can be patterned in very thick films (up to 2 mm thick) and makes an excellent mold for PDMS. Square glass slides of 75 × 75 mm and 1 mm thick were used as substrates which were first cleaned in an organic solvent (gamma Butyrolactone (GBL)) and a photoacid generator taken from the family of the triarylimidium-sulfonium salts. SU-8-100 was chosen for micromold fabrication as it can be patterned in very thick films (up to 2 mm thick) and makes an excellent mold for PDMS. Square glass slides of 75 × 75 mm and 1 mm thick were used as substrates which were first cleaned in an organic solvent (gamma Butyrolactone (GBL)) and a photoacid generator taken from the family of the triarylimidium-sulfonium salts.

Our images reveal that the surfaces of the fabricated cylinders were rough (see Fig. 5). As such, for determining the cylinders sizes, diameters of several cylinders were measured in three different directions for each sample and the average of these values was considered as the size of the cylinders. In order to measure the width and the depth, the samples were cut at three random locations. The cutting lines were perpendicular to the channel to ensure a 90 deg viewing angle. The average of the measured values was considered as the actual size of the channels. The geometrical properties of the samples are summarized in Table 1. The channels’ names in the table indicate the cylinder arrangement, intended porosity, and the expected cylinders diameter, e.g., Sq-0.40-400 corresponds to square arrangement of 400 μm cylinders with a porosity of 0.4. In addition, the permeabilities of the embedded porous media, calculated from Eq. (8), are reported in Table 1.

3.2. Test setup

The open loop system, illustrated in Fig. 6, was employed for measuring the steady pressure drop in the fabricated samples. A syringe pump (Harvard Apparatus, QF, Canada) was employed to provide a user-specified flow rate to the system with a controlled flow rate of 0.5% accuracy. Distilled water was flowed through a submicron filter before entering the channel. To measure the pressure drop, a gauge pressure transducer (Omega Inc., Laval, Qc, Canada) was fixed at the channel inlet while the channel outlet was discharged to the atmosphere. Teflon tubing (Scientific Products and Equipment, North York, Canada) was employed to connect the pressure transducer to the syringe pump and the microchannel. Pressure drops were measured for several flow rates in the range of 50–800 μl/min (8.3–103 × 10⁻¹⁰ m³/s).

3.3. Analysis of experimental data

The viscous dissipation effect is neglected in this study; thus, the properties of the flowing water are considered to be constant. The measured pressure drop during the experiment, $\Delta P_{\text{total}}$, is:

$$\Delta P_{\text{total}} = \Delta P_t + \Delta P_D + \Delta P_{\text{RD}} + \Delta P_{\text{min}} + \Delta P_{\text{ev}}$$  (9)

where $\Delta P_t$ is the pressure loss in the connecting tubes between the pressure transducer and the sample inlet (see Fig. 6). $\Delta P_D$ is the pressure drop in the developing region of the samples where the fully-developed flow is not achieved, $\Delta P_{\text{RD}}$ is the pressure drop in the regions with fully-developed velocity distribution, $\Delta P_{\text{min}}$ is the pressure drop due to minor losses in the samples including 90 deg bends in the inlet and outlet of the samples, and $\Delta P_{\text{ev}}$ is the pressure drop corresponds to the electroviscous effect [41]. Akbari et al. [40] showed that $\Delta P_{\text{min}}$ and $\Delta P_{\text{ev}}$ are less than 1% of the $\Delta P_{\text{RD}}$, thus can be neglected.

The connecting pressure loss, $\Delta P_t$, is measured directly at each flow rate when the end of the tubing is disconnected from the sample. To perform accurate measurements, the level of the tubing end should be identical to the case where the samples are connected; this prevents any error due to hydrostatic pressure difference. Akbari et al. [40] showed that the developing pressure drop in microchannels is less than 1% of the total pressure loss and is negligible. In addition, for the case of pack fibers, fully-developed condition is
achieved in the first three rows [42]. Therefore, it is expected that the measured pressure drop in the sample is associated with the fully-developed condition which is presented by Eq. (6).

The uncertainty of the analysis is mostly a result of the uncertainty in the fabrication process and the uncertainty in the channel and cylinder size measurements. These uncertainties will affect the
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**Fig. 4.** Fabrication process steps for SU-8 micromold preparation via photopatterning of SU-8 100 epoxy-based photopolymer: (a) UV exposure, (b) making the mold, (c) pouring liquid PDMS, and (d) plasma bonding and making the channels.

**Fig. 5.** (a) Rough surface of the fabricated cylinders, Sq-0.4-400 (1), (b) microscope image of the cross-section of Sq-0.95-50.
Table 1
Geometrical properties of the fabricated samples.

<table>
<thead>
<tr>
<th>Channel</th>
<th>d (µm)</th>
<th>S (µm)</th>
<th>ε</th>
<th>K (m²), Eq. (8)</th>
<th>W (mm)</th>
<th>h (µm)</th>
<th>l (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sq-0.40-400 (1)</td>
<td>426</td>
<td>456</td>
<td>0.32</td>
<td>1.85 × 10⁻¹¹</td>
<td>3.18</td>
<td>96</td>
<td>1.46</td>
</tr>
<tr>
<td>Sq-0.40-400 (2)</td>
<td>418</td>
<td>456</td>
<td>0.34</td>
<td>3.30 × 10⁻¹¹</td>
<td>3.19</td>
<td>105</td>
<td>1.46</td>
</tr>
<tr>
<td>Sq-0.70-100</td>
<td>92</td>
<td>162.1</td>
<td>0.75</td>
<td>3.93 × 10⁻¹⁰</td>
<td>1.45</td>
<td>105</td>
<td>1.72</td>
</tr>
<tr>
<td>Sq-0.90-50</td>
<td>52</td>
<td>129</td>
<td>0.89</td>
<td>6.89 × 10⁻¹⁰</td>
<td>1.27</td>
<td>129</td>
<td>2.00</td>
</tr>
<tr>
<td>Sq-0.95-50</td>
<td>54</td>
<td>118</td>
<td>0.94</td>
<td>2.49 × 10⁻⁹</td>
<td>1.70</td>
<td>118</td>
<td>2.22</td>
</tr>
</tbody>
</table>

K is for infinitely long equally-sized, equally-spaced cylinders with the reported arrangement.

4. Numerical simulations

Our analysis showed a significant uncertainty in the experimental study. Therefore, to further investigate the accuracy of the current analysis, the proposed analytical model, Eqs. (6) and (8), is verified through comparison with the results of numerical simulation of flow (Navier-Stokes equations) through the studied geometries. As such, flow through the geometries listed in Table 1 is solved numerically using Fluent software [44].

Consistent with the analytical approach described in Section 2, the flow is assumed to be fully developed, creeping, and constant properties; therefore, modeling the region between two adjacent cylinders and applying a periodic boundary condition enable us to estimate the pressure gradient in the samples. An example of the considered geometry and the numerical grid produced by Gambit [44] is shown in Fig. 7.

The volumetric flow rate is set in the range covered by the experimental data to ensure that the Reynolds number based on averaged velocity and the cylinders diameter is low and the inertial effects are negligible. Fluent software [44] is used as the solver, which is a finite volume based software. Second order upwind scheme is selected to discretize the governing equations. SIMPLE algorithm is employed for pressure-velocity coupling. The inlet and outlet faces of the geometry are considered to be Periodic. Symmetry boundary condition is applied at sides of the considered unit cell. Grid independency of the solutions is checked to ensure that the predicted pressure drops are independent of the computational grid and numerical grids in the range of 23,000 to 80,000 have been used for conducting numerical simulations.

5. Comparison of the model with the experimental and numerical data

Figs. 8 and 9 include the experimental and numerical values of pressure drop in the tested samples versus the volumetric flow rate. The flow rates were selected such that the pressure drop in the channels was higher than the accuracy of the pressure transducer, i.e., 200 Pa. It can be seen that the trends of the experimental data were well predicted by the theoretical results, Eq. (6). The

<table>
<thead>
<tr>
<th>Sample</th>
<th>E(K)/K</th>
<th>E(s)/s</th>
<th>E(ε)/ε</th>
<th>E(W)/W</th>
<th>E(h)/h</th>
<th>E(l)/l</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sq-0.40-400 (1)</td>
<td>0.02</td>
<td>0.59</td>
<td>0.10</td>
<td>0.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sq-0.40-400 (2)</td>
<td>0.02</td>
<td>0.54</td>
<td>0.10</td>
<td>0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sq-0.70-100</td>
<td>0.026</td>
<td>0.34</td>
<td>0.10</td>
<td>0.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sq-0.90-50</td>
<td>0.02</td>
<td>0.44</td>
<td>0.08</td>
<td>0.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sq-0.95-50</td>
<td>0.01</td>
<td>0.07</td>
<td>0.08</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The difference between most of the measured data and the predicted values from Eq. (6) was less than 15%. The deviations were more intense for Sq-0.9-50 (max 20%); therefore, the ±15% region for theoretical predictions is shown in Fig. 9. It should be noted that the deviation of the experimental data from the theoretical predictions is mostly caused by the inaccuracy in the channels cross-section measurement as discussed before and the deviations are lower than the uncertainty of the analysis.

The experimental values of pressure drop had a linear relationship with volumetric flow rate. It can be argued that the channels had not been deformed (bulged) during the experiment else a non-linear trend would have been observed in the experimental data; for detailed discussions see [45]. Moreover, the linear trend of the experimental data shows that the minor losses and the inertial effects are insignificant in the tested samples. It should be noted that the maximum Reynolds number based on cylinders’ diameter is less than 5; this justifies the observed trends in the measured values.

A comparison between the values obtained for pressure drop in sample Sq-0.4-400 (1) and Sq-0.4-400 (2) shows that a small variation of porosity (±0.02) has resulted in a variation of the pressure drop by 50%. This clearly indicates the impact of the geometrical parameters on the resulting pressure drop and shows that the deviation between the simple model with the numerical and experimental data is reasonable within the context of porous media. Moreover, it can be concluded that the proposed approach, despite its simplicity in comparison with other existing solutions in the literature, is practical and can be employed in the design process of microfluidic systems.

6. Effect of various parameters

In the studied porous-filled microchannels, two parameters affect the pressure drop the most: (1) the permeability, \( K \); (2) the channel depth, \( h \). To investigate the effect of these parameters, the dimensionless pressure drop is plotted versus the Darcy number \( (K/h^3) \) in Fig. 10. It can be seen that Eq. (6) is in reasonable agreement with the experimental data. In addition, two asymptotes can be recognized in Eq. (6): (1) Darcy and (2) Stokes flow asymptotes.
For structures with very dilute porous medium, low Darcy number, the pressure drop can be predicted by solving the Stokes equations for plain fluid. For channels with very packed porous medium, high Darcy numbers, Eq. (6) and the Darcy law predict the same results. As such, one can conclude that the Darcy number can be used for determining the controlling parameter in the pressure drop.

Fig. 10 shows whether the wall effects should be considered in the analysis of problems that include convective transport phenomena through porous-filled microchannels. For example, in experiments with the goal to determine the transport properties of new micro/nano structures, Fig. 10 can be employed to determine the minimum channel dimensions that have an insignificant effect on the predicted results.

7. Summary and conclusions

Pressure drop in microchannels filled with a porous structure comprised of straight cylinders in ordered arrangements was studied. The Brinkman equation was used to predict the overall pressure drop. The permeability of the porous medium in the volume averaged equations was evaluated from the model proposed by [22] for the permeability of square arrangement of fibers.

The soft lithography method was employed to fabricate five PDMS samples with porosity in the range of 0.33 to 0.95, fiber diameter from 50 to 400 μm, approximately 100 μm deep. Water was flowed through the samples via pressure-driven flow provided by syringe pump and the overall pressure drop was measured for different flow rates. Moreover, to verify the theoretical analysis, flow through the fabricated structures was numerically solved and the values of pressure drop were determined. The theoretical model was successfully compared with the numerical and experimental data. Our analysis suggested that the Darcy number was the suitable dimensionless number for determining the controlling parameter over the pressure drop. For high Darcy numbers, the channel dimensions played a major role in the overall pressure drop while in low Darcy numbers the cylinders geometry and permeability were the controlling parameters in determining the pressure drop.

It should be noted that the proposed approach is applicable for analyzing flow through other types of porous media embedded in mini/microchannels.
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