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With the extensive application of air-conditioning/refrigeration (A/C-R) systems in homes, industry, and vehicles, many efforts have been put toward the controller development for A/C-R systems. Therefore, this paper proposes an energy-saving model predictive controller (MPC) via a comparative study of several control approaches that could be applied in automotive A/C-R systems. The on/off controller is first presented and used as a basis to compare with others. The conventional proportional-integral (PI) as well as a set-point controller follows. In the set-point controller, the sliding mode control (SMC) strategies are also employed. Then, the MPC is elaborated upon. Finally, the simulation and experimental results under the same scenario are compared to demonstrate how the advanced MPC can bring more benefits in terms of performance and energy saving (10%) over the conventional controllers.
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1 Introduction

Considerable amounts of energy are being consumed as A/C-R systems have been extensively adopted in residences, industry, as well as vehicles [1]. Meanwhile, researchers are driven to design more efficient and green devices because of the continuously increasing demands on energy conservation and environment protection. It is known that efficient operation of A/C-R systems could bring significant benefits in terms of operating costs and effects on the environment [2]. For any A/C-R system, an important step in making it work efficiently is to apply a proper control strategy. Therefore, this paper will focus on presenting the controller development process as well as the simulation, validation, and comparison work. The comparison results show that the MPC as the promising controller can not only save about 10% energy but also enhance the controlled temperature performance under the examined condition.

A literature review on the existing controllers of A/C-R systems is presented in Sec. 2 followed by the difference discussion; then, a simplified model based on moving boundary and lumped parameter method is briefly introduced. Several controllers from the conventional to the advanced are developed step by step in Sec. 6. In addition, the simulation and experimental results of the controllers are presented and compared to demonstrate the advantages of the advanced MPC. In Sec. 7, comments and future work are discussed.

2 Previous Research

In general, the compressor, the evaporator, the expansion valve, and the condenser—the four main components connecting end to end—form the vapor compression cycle or A/C-R system, as presented in Fig. 1. Due to extensive applications of A/C-R systems in different fields, many researches with different objectives have been conducted on their controller development, which could be summarized as: (1) proper temperature or humidity of a specific area; (2) improvement of system steady-state performance and robustness; and (3) reduction of energy consumption [3].

The on/off controller was initially introduced because of its simplicity and ease of application. It is capable of maintaining the controlled temperature within a certain range by turning the compressor on or off. However, it is unable to schedule the temperature oscillation amplitudes when conditions are changing, such as the ambient temperature and varying temperature requirements. In addition, frequent compressor on/off activations can lead to excessive power consumption and cause mechanical components to wear over time [3]. More importantly, energy saving is not of any importance in on/off controllers, which is the reason why Leva et al. [4] and Li et al. [5] improved the original on/off controller by adding adaptive or optimization algorithms to make it more efficient. Nevertheless, the nature of such a controller hinders its enhancement to a large extent. In recent years, the employment of continuous variable components in the A/C-R system makes the development of more efficient controllers possible. Especially, as the anti-idling technologies and electric vehicles become more and more popular, the electrification technology of the A/C-R

![Fig. 1 Schematic diagram of an A/C-R system](image_url)
system in the vehicle will separate the compressor from the engine such that the compressor is able to actively change its speed instead of passively following the engine speed. The current controllers of A/C-R systems other than the on/off one can be classified into three types: the classic feedback controller, the intelligent controller, and the advanced controller [4] or the classical control, the soft controller, and the hybrid controller [6]. As the most popular type of conventional feedback controller, the PI controller has been used for a long period. A relevant example is the superheat-expansion valve and temperature-compressor control [7]. This continuous feedback controller could indeed reduce mechanical wear of the compressor. However, it is hard to tune the controller parameters due to the nonlinear and multi-input multi-output nature of A/C-R systems. Petersen and Lund in Ref. [8] proposed a method to decouple the controllers. This conventional feedback control strategy considers system efficiency by controlling superheat in the evaporator [9].

Artificial intelligent control techniques including artificial neural network (ANN) control, fuzzy logic control, expert system, etc., have been utilized to treat nonlinearities or uncertainties in A/C-R operation processes. In some cases, these control approaches are combined with A/C-R system control [4]. However, Ref. [10] mentions their limitations, which include over training, extrapolation, network optimization, and their not being optimal, all of which impede their development.

Koo et al. [11] presented a second-order SMC for the single-input single-output refrigeration system, which regulates the superheat by manipulating the compressor speed. This controller can also effectively alleviate chattering phenomenon but does not directly deal with power consumption. Shah et al. [12] presented a multivariable adaptive controller. The idea behind is that this controller is able to identify different linear models for a nonlinear system over the domain of operating conditions, so it is a kind of nonlinearity compensation for a general dynamic system. There are other kinds of nonlinearity compensation controls like robust control and gain scheduling control [13,14]. Larsen proposed two kinds of optimization control methods [15]: set-point optimizing control and dynamic optimizing control. In all of these advanced control methods, the MPC is a most successful and promising control algorithm, which can simultaneously deal with more than one objective to achieve multi-objective control such as the temperature, humidity, energy saving, enhancement of air quality, and improvement of steady-state performance and robustness [16–23]. Furthermore, it is very powerful when future related information is known as a priori [16] and used in constrained systems [17,18]. A comprehensive review of the controllers, especially the MPCs, for the Heating ventilation air conditioning systems in buildings was reported in Refs. [6] and [19]. Authors in Ref. [20] developed an adaptive MPC for a reefer container by combining a linearizing controller and a MPC, which ran once per hour due to the large computational efforts and included some constraints as barriers in the objective function instead of taking the advantage of MPC strategy for constraint treatment. In Ref. [21], an online trained ANN was utilized as the model to design a MPC for temperature manipulation without concern for energy saving, and it needed extra efforts for the online training.

3 Differences From the Previous Work

For all of these MPC algorithms developed for A/C-R systems in the existing literatures, energy consumption as a part of the objective function has seldom been considered, and computational cost is a serious issue since a MPC usually involves a complex online optimization to decide the optimal control law [3]. Recently, several solutions have been proposed such as the offline optimization [22], a combination of a branch-and-bound search technique to alleviate the computational cost of iterative optimization techniques [23]. Due to the existing problems, this paper proposes a linear discrete MPC for an automotive A/C-R system with three discrete compressor speeds. The proposed linear MPC can shorten the computation time and be implemented into real systems. First, a simplified control-oriented dynamic model of the A/C-R system is developed, which is improved from the one presented in Ref. [24] and can capture the dominant dynamics of the A/C-R system while keeping the simplicity compared to the data-driven model such as ANN type model. Second, a linear discrete MPC is designed based on the proposed model to regulate the temperature of the cargo space and minimize the energy consumption. Thanks to the simplicity of the model, the linear MPC only takes tens of milliseconds compared to several seconds or even minutes for the online optimization process for A/C-R systems in current literatures. The simulation and experimental results show the ability of the proposed MPC to immediately react to the large disturbances. It is also possible to run several optimization processes simultaneously in one time instant for the discrete MPC development. In addition, a series of control techniques are implemented, simulated, and experimentally tested to demonstrate the advantages of the proposed discrete MPC. Furthermore, the whole design process can be extended to the A/C-R systems with fully variable varying components. Due to the fact that there is no minimum constraint (other than zero) on the compressor speed of those systems, and the compressors are able to operate at a lower-speed to meet the requirement while pursuing the minimum energy consumption. In this scenario, the continuous MPC can help the system save more than 20% energy. Above all, this discrete MPC can not only achieve the temperature control objective in presence of the ambient disturbance but also realize about 10% energy saving compared to the conventional controllers under the same examined condition.

4 Modeling

The simplified dynamic model of the A/C-R system and cargo space are provided and comprehensively validated in Ref. [25]. In this paper, only the main dynamic equations are provided and briefly explained.

4.1 Expansion Valve. The expansion valve is assumed to be isenthalpic, i.e., the enthalphy at the inlet of the valve is identical to that at the outlet. No matter what kind of expansion valve it is, the refrigerant mass flow rate \( m_v \) through the expansion valve is modeled by

\[
m_v = C_A \sqrt{P_c - P_r} \quad (1)
\]

For different types, the discharge coefficient \( C_A \) and the valve opening area \( A_r \) have different correlations obtained by experimental data [26–29].

4.2 Compressor. The dynamics of the compressor can be demonstrated by

\[
m_{comp}^* = N_{comp} V_{ref} \frac{P_c}{P_r} \quad (2)
\]

\[
h_{ref} = h_{ic} - h_{ic}(P_r) + h_{ic}(P_c) \quad (3)
\]

Equation (2) depicts the refrigerant mass flow rate throughout the compressor with respect to compressor speed, and Eq. (3) shows the enthalpy change of refrigerant after going through the compressor [24].

4.3 Fin-Tube Type Evaporator. Two common types of heat exchangers are used in A/C-R systems: fin-tube type and microchannel type. The modeling method proposed in Ref. [3] is suitable for both types. More importantly, the modeling method takes the fins’ effects into consideration and lumps it into two parameters such that the model is simple and accurate.

The three-state evaporator model can be written as
mass, pressure, where the three states refer to length \(l_e\) of the two-phase section, pressure \(P_e\) of the evaporator, and equivalent tube wall and fins' \(T_{wfe}\) temperature of tube wall and fins. Equation (4) simulates the energy transfer from the refrigerant to the heat exchanger tube wall and fins of the two-phase section [14]. Equation (5) denotes the vapor refrigerant change rate throughout the evaporator tube. The first term on the right-hand side of this equation is the vapor mass at the inlet of the evaporator. Equation (6) reflects the heat conduction of the whole heat transfer process. The air-side heat transfer coefficient \(x_{ae}\) is changing with the speed of evaporator fan \(N_{evap}\).

### 4.4 Microchannel Type Condenser

Obviously, the total mass \(m_{total}\) of the refrigerant inside the cycle is constant without considering the leakage. The mass of refrigerant outside of the two heat exchangers is defined as \(m_{pipe}\). Thus, the difference between these two masses is the mass inside the evaporator and condenser, which can be shown by

\[
m_{total} - m_{pipe} = A_e \left( \rho_{gc} l_e \left(1 - \frac{v_c}{c} \right) + \rho_{fg} l_e \frac{v_f}{c} + \rho_{fg} \left(l_e - l_c\right) \right)
+ A_c \left( \rho_{gc} l_c \left(1 - \frac{v_c}{c} \right) + \rho_{fg} l_c \frac{v_f}{c} + \rho_{fg} \left(l_c - l_e\right) \right)
\]  

With the same modeling method, the condenser dynamics could be represented by the following two-state model by considering the above Eq. (7):

\[
A_e \frac{dP_e}{dt} = \frac{\dot{m}_{comp}}{h_{fg}} - \frac{x_{ae} \pi D_{el} \left(T_{ic} - T_{wfe}\right)}{h_{fg}}
\]  

(8)

\[
(C_m)_{wfe} \frac{dT_{wfe}}{dt} = x_{gc} \left(N_{cond}\right) A_c \left(T_{ac} - T_{wfe}\right)
- x_{gc} \pi D_{el} l_e \left(T_{wfe} - T_{ic}\right)
- x_{gc} \pi D_{el} l_c \left(T_{wfe} - T_{ic}\right) / 2
\]  

(9)

### 4.5 Cargo Space

The inside temperature of this cargo space is one of the control objectives, and its dynamics can be shown by

\[
dT_{cargo} \frac{dt}{dt} = \frac{\dot{Q}_{air} + \dot{Q}_{door} - \dot{Q}_{vcc}}{(MC)_{air}}
\]  

(10)

where \(\dot{Q}_{air}\) represents the heating load from the ambient air, \(\dot{Q}_{door}\) is the load due to opening the door, and \(\dot{Q}_{vcc}\) represents the cooling capacity produced by the A/C-R system to balance the heating load from outside [26].

### 5 Simulation Model and Experimental System

By integrating the cargo space model into the A/C-R system, the whole model becomes a six-state dynamic model. The inputs are compressor speed \(N_{comp}\), the control frequencies of the evaporator fan variable frequency drive \(N_{evap}\), and condenser fan variable frequency drive \(N_{cond}\) which are proportional to the two fan speeds. The states \([P_e, P_c, l_e, T_{wfe}, T_{wfc}, T_{cargo}]\) include pressures of the evaporator and condenser, the two-phase section lengths, the equivalent tube wall and fins' temperatures of two heat exchangers, and the temperature of cargo space, respectively. The output is the air temperature \(T_{cargo}\) of the cargo space. The Simulink model is shown in Fig. 2.

The whole experimental system is shown in Fig. 3. The A/C-R system is connected with two chambers by pipes. The condenser-side chamber can set the temperature of air sent to the condenser, whereas the temperature of air in the other chamber (called cargo space) is the controlled parameter. Among the three inputs, the two fan speeds are continuously changeable, but the compressor speed can only switch between three discreet values. Pressure sensors, thermal couples, and flow meter are installed in different locations for the measurements. The data acquisition system of national instrument is employed to collect data from the thermocouples, pressure transducers, direct current power supply, and

**Fig. 2 Simulink model**

**Fig. 3 Experimental system**
flow meters, and send them to a computer. LabVIEW software is employed to obtain all the measured data from the sensors.

6 Controllers’ Development

In this section, several controllers are developed and compared in terms of performance and energy consumption.

6.1 On/Off Controller. The on/off controller is most commonly used in automotive A/C-R system. Thus, the on/off controller developed in this section serves just as a basis to compare with other controllers. The on/off control strategy is actually a simple hysteresis, where the hysteresis bound is used to reduce the compressor’s frequent switching [26]. The schematic of the whole system with the on/off controller is displayed in Fig. 4.

The operating conditions and initial values of some parameters are listed in Table 1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{amb}$ (°C)</td>
<td>25</td>
</tr>
<tr>
<td>$T_{init}$ (°C)</td>
<td>22.5</td>
</tr>
<tr>
<td>$T_{setpoint}$ (°C)</td>
<td>17</td>
</tr>
<tr>
<td>$Q_{out}$ (kW)</td>
<td>0.7</td>
</tr>
<tr>
<td>$Q_{load}$ (kW)</td>
<td>0.15</td>
</tr>
<tr>
<td>$N_{evap}$ (Hz)</td>
<td>40</td>
</tr>
<tr>
<td>$N_{comp}$ (Hz)</td>
<td>4500</td>
</tr>
</tbody>
</table>

6.2 Conventional PI Controller. Because of its simplicity, this controller is also commonly used in the A/C-R system with variable-speed components. Høgh and Nielsen in Ref. [7] used two separate PIs to control air temperature and superheat, respectively. In this study, the superheat is adjusted automatically by a thermostatic expansion valve such that one PI controller is utilized to manipulate evaporator fan speed. Due to the existence of a discrete input, a simple logic rule shown in Eq. (11) will be applied for compressor speed control instead of using a PI controller

$$
N_{comp} = \begin{cases} 
4500 & \text{if } e > 1 \\
3500 & \text{else if } 0.5 < e \leq 1 \\
2500 & \text{else}
\end{cases}
$$

Based on the above conditions, the simulation results of the on/off controller can be obtained as shown in Figs. 5 and 6. During the 1200-s simulation, some extra heat (for 200 s) is given as a disturbance to simulate the door opening of the cargo. In Fig. 5, the temperature performance of the controller is presented. The cargo temperature could reach the set-point quickly and then fluctuate between the lower bound and the upper bound with the compressor on and off. In the extra heating load period, the compressor will be in the on mode for a longer time so that the energy consumption will be more. Figure 6 shows the system inputs during the simulation. All of them switched between the maximum speeds to zero.
The control system is simulated under the same operating and initial conditions shown in Table 1. The structure of the whole model is described in Fig. 7. The outputs of the controller are compressor pump speed \((N_{\text{comp}})\) and \((N_{\text{evap}})\), and they serve as two inputs for the A/C-R block; whereas, the other one input, condenser fan speed \((N_{\text{cond}})\), is kept unchanged at their initial values.

The temperature performance is given in Fig. 8. It can be seen that the temperature can also reach its set-point quickly but with relatively large undershoot; it takes much longer time to settle down. The gains for PI \((k_p = -0.05, k_i = -10)\) are chosen manually to improve the performance. Any further tuning did not show any improvement in the controller performance as the temperature is affected by not just compressor speed but other factors. For example, in order to stabilize the superheat, the thermostatic expansion valve will adjust its opening degree, which could change the refrigerant flow rate throughout the valve and then the air temperature. That means the high nonlinear plant cannot achieve good performance via the PI controller. Figure 9 presents the inputs of the system.

6.3 Set-Point Controller. Due to the drawbacks of the above two controllers, Larsen in Ref. [15] proposed the set-point optimizing controller by using the steady-state model of the A/C-R system.

The basic idea behind this control strategy is that the steady-state of the A/C-R system is only related to the temperature set point of the cargo space, the ambient temperature, and the heating load. That means if these parameters are kept unchanged, the A/C-R system will stay at a steady-state after settling down. However, these parameters are related to the working conditions and change in low frequency. The study of the steady-state model shows that there is a global minimum of total power consumption with respect to condenser and evaporator pressure. As a result, the optimizer as the supervisory controller to find the set-points of two pressures according to the changes of working conditions, which is in the outer-loop and works in low frequency; whereas the inner-loop controller consists of one PI controller, one logic controller, and one SMC. The structure of this controller is shown in Fig. 10. The set-point controller could also be implemented as a lookup table to find pressure set-points based on the working condition changes. In this paper, only one working condition is considered in order to demonstrate the performance of this controller.

In the simulations below, the same initial conditions (Table 1) are used. The two pressure set-points can be found by using a gradient or other methods based on the steady-state model [15,23–25]. By using the steady-state model, the set-points are calculated: 2.55 bar for evaporator pressure and 7.8 bar for condenser pressure. Together with the air temperature set-point 17 °C, all the set-points are determined and sent to local controllers.

The preliminary analysis of some simulation results suggests that the condenser fan is chosen to control condenser pressure via a PI controller; whereas the evaporator fan is manipulated by a SMC to control the temperature thanks to its robustness. In this SMC, the saturation function is used instead of sign to get rid of the chattering phenomenon [30]. The sliding surface \(S\) and the control input \((N_{\text{evap}})\) are obtained by the sliding mode algorithm [31] and system model

\[
S = \dot{(T_{\text{cargo}} - T_{\text{set-point}})}
\]

\[
N_{\text{evap}} = \frac{k_{\text{sat}}(S/\phi)P_{\text{air}}VC_{\text{pair}} + Q_{\text{load}}}{k_T(2A_{\text{e}}(T_{\text{we}} - T_{\text{set}}))^{(1-k_{\text{e}})}}
\]

The gains and the controller parameters are provided in Table 2.

![Fig. 10 Diagram of A/C-R system with set-point controller](image)

![Fig. 11 Controlled temperature performance](image)

![Fig. 12 Three inputs of the system](image)
The cargo space temperature response is provided in Fig. 11. The temperature quickly gets to its set-point and then stays there even under the extra heating load. Figure 12 describes the three inputs of the system. Although this controller can achieve better temperature performance and fares better for energy-saving purposes; however, the controller performance is highly dependent on the working conditions. As a result, the controller’s performance deteriorates as the working conditions change.

6.4 Model Predictive Controller. A linear MPC will be developed in this paper. The main idea is that an optimization problem should be solved at each time instant [32]. By introducing a prediction of horizon length and control horizon length $N$, the discretized objective function in next $N$ steps will be formulated

$$J(x_0, u_0) = e(N)^T P e(N) + \sum_{k=0}^{N-1} e(k)^T Q e(k) + \Delta u(k)^T S \Delta u(k)$$

with $e(k) = y(k) - y_{\text{ref}}(k), \quad k = 1, 2, \ldots N$ \hfill (14)

s.t.

$$x_{\text{min}} \leq x(k) \leq x_{\text{max}}$$

$$u_{\text{min}} \leq u(k) \leq u_{\text{max}}$$

$$\Delta u_{\text{min}} \leq \Delta u(k) \leq \Delta u_{\text{max}}$$

where the first item, i.e., the final state costs, and the last item, i.e., the increment of inputs, are added in order to make the controller more robust and prevent the over-aggressive control actions. Meanwhile, the optimization problem is always subjected to some constraints. The objective function of this tracking problem is transferred into quadratic form with respect to the increment of control inputs in order to prepare to use the convex quadratic programming problem solver [32]. The convex quadratic objective function only with respect to the increment of input item is obtained by using the linearized and discretized system model and reformulating the original objective function by

$$J(x_0, u_0) = \frac{1}{2} \Delta U^T H \Delta U + \Delta U^T g$$

s.t.

$$\Delta U \geq \max(\Delta U_{\text{max}}(U), \Delta U_{\text{max}}(\Delta U), \Delta U_{\text{min}}(X)),$$

$$\Delta U \leq \min(\Delta U_{\text{max}}(U), \Delta U_{\text{max}}(\Delta U), \Delta U_{\text{max}}(X))$$

where the Hessian matrix ($H$) is symmetric and positive or semi-positive definite, and the $g$ is the gradient vector. The constraints shown in Eq. (14) are also reformulated into the ones only related to the increment of system inputs. After solving the above problem, the first element of the optimal solution will be applied to the real system. The structure of the linear MPC is shown in Fig. 13, where the lookup tables are used to implement thermodynamic properties of the refrigerant. Then, several unknown parameters are identified and sent to the algorithm and the solver together with all other known information.

In this linear MPC, the values of controller parameters are shown in Table 3, where the time-step length ($T_s$) is used for

<table>
<thead>
<tr>
<th>$T_s$ (s)</th>
<th>$Q$</th>
<th>$N$</th>
<th>$P$</th>
<th>$R$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>100,000</td>
<td>10</td>
<td>1000</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
simulation while the actual time used for one step simulation is only 0.04 s on a regular computer, which is fast enough for real-time implementation.

Because of the existence of the discrete compressor speed, a discrete MPC is developed, which is composed of three sub-MPCs as shown in Fig. 14. Three MPCs are running simultaneously at three different compressor speeds (2500, 3500, and 4500 rpm) to find the optimal solutions of other two inputs. Then, three cost values are recalculated by the two optimal input values as well as the corresponding compressor speed. By comparing their values, the minimum one will be the optimal cost of the current time instant, and the corresponding input values are the optimal solution. For example, if the $J_{3500}$ is the minimum cost value, then the optimal solution is 3500 rpm $N_{\text{comp}}$ as well as the optimal values of $N_{\text{evap}}$ and $N_{\text{cond}}$ founded by MPC3500.

The simulation results are presented in Figs. 15 and 16. It can be seen from the results that the cargo temperature quickly settles down and stays there. Under the period of large disturbance brought by extra heating load, the controller tries to maintain the temperature at its set-point by increasing fan speeds of evaporator and condenser instead of changing the compressor speed, which is largely related to the energy consumption.

6.5 Experimental Results. The experimental system is monitored and controlled by LABVIEW software, so the first step is to implement the controllers mentioned previously. The Mathscript RT module and “Call Library Function Node” are employed for algorithm and solver implementation, respectively. The quadratic programming solver [33] originally written by c code should be converted to the dynamic link library file before the implementation. The structure of the experimental system with the embedded controllers is presented in Fig. 17.

The experimental tests are done with the controllers mentioned previously under the same working conditions as those used in simulation process. The results are shown from Figs. 18–23. It can be seen that, although the 200 s large disturbance exists, the set-point and MPC controllers can produce better control performance than that of the conventional on/off controller because of their robustness. For the sake of saving energy, the MPC penalizes the terms related to energy consumption more than that of the performance when solving the optimization problem.

![Fig. 17 Diagram of experimental system with controllers](image1)

![Fig. 18 Controlled temperature performance by on/off controller](image2)

![Fig. 19 Three inputs of the system by on/off controller](image3)

![Fig. 20 Controlled temperature performance by set-point controller](image4)

![Fig. 21 Three inputs of the system by set-point controller](image5)

<table>
<thead>
<tr>
<th>Controllers</th>
<th>On/off</th>
<th>PI</th>
<th>Set-point</th>
<th>MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE between real and simulation (%)</td>
<td>1.92</td>
<td>4.20</td>
<td>1.04</td>
<td>1.72</td>
</tr>
<tr>
<td>MAPE between real and set-point (%)</td>
<td>32.15</td>
<td>2.18</td>
<td>3.00</td>
<td></td>
</tr>
<tr>
<td>Max APE (%)</td>
<td>8.9</td>
<td>4.28</td>
<td>5.91</td>
<td></td>
</tr>
<tr>
<td>Controller performance</td>
<td>Bad</td>
<td>Good</td>
<td>Good</td>
<td></td>
</tr>
<tr>
<td>Energy consumption (kWh/1200 s)</td>
<td>0.2041</td>
<td>0.2184</td>
<td>0.1818</td>
<td>0.1793</td>
</tr>
<tr>
<td>Energy improvement (%)</td>
<td>0</td>
<td>-5.96</td>
<td>9.25</td>
<td>10.33</td>
</tr>
</tbody>
</table>
6.6 Controllers’ Comparison. This section compares both experimental and simulation results obtained from each of the above controllers, and the conclusions are shown in Table 4.

Regarding the cargo space temperature performance shown in above figures, by observation, conclusions can be drawn that the on/off controller can only keep the temperature in a range; whereas the PI could reach the steady-state after experiencing a large variation from the set-point, but with bad robustness. Due to better robustness characteristics of the SMC, the set-point controller could provide a better performance. As a multivariable control strategy, the MPC is capable to deal with such complex plant. Obviously, the temperature performance of the MPC is as good as that of set-point controller not only during the dynamic period but also in the steady-state region. By data analysis, a more convinced conclusion can be drawn from the values in Table 4: both the set-point controller and MPC bring a better performance than the two conventional ones. More specifically, the first mean absolute percentage error (MAPE) measures the deviation between real and simulation temperature responses. The small MAPE values mean that the model used for the controller development has enough accuracy. The second MAPE demonstrates the offset between the temperature response and its set-point, whereas the maximum APE shows the largest drift of the temperature from its set-point. It can be seen that on/off controller and PI controller have worse performance than two others.

From the energy consumption perspective, it can be seen from Table 4 that the set-point controller and the linear MPC consume less energy than the conventional controller during the whole simulation process; this is because both of them can manipulate three inputs toward their optimal values. In order to further compare each controller, the energy consumption improvements for the controllers with respect to the on/off controller are calculated and presented in the last column of Table 4.

7 Discussion and Conclusions

This research is aimed at proposing the most energy-saving controller for automotive A/C-R systems via a comparative study on the controllers currently used by modeling, simulating, experimentally testing, and comparing each of them. Before developing the controllers, a simplified control-based model is developed and validated. Based on this model, all the controllers have been built and simulated under the same working conditions. The comparison of simulation and experimental results shows that the set-point controller and the discrete MPC can satisfy the objectives of the A/C-R system. However, due to the high non-linear and multi-input multi-output nature of the system, the PI controller in the set-point controller could not perform well when working conditions change fast. The discrete MPC is an optimal controller, mostly suitable for complex, multivariable, and nonlinear plants. The energy consumption term is included into the objective function when this discrete MPC is designed, which is also applicable to the real system. All of these attributes can differentiate itself from others in previous literature. Therefore, the MPC is a promising controller for A/C-R systems. Future work includes that the power consumption expression will be as part of the objective function instead of just the quadratic form of control inputs, and the heating load from ambient environment will be identified online.
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Nomenclature

\[ h_{gc} = \text{enthalpy of vapor refrigerant} \]
\[ h_{lc} = \text{enthalpy of liquid refrigerant} \]
\[ T_{w} = \text{equivalent temperature of tube wall and fin} \]
\[ \bar{V}_{d} = \text{volumetric displacement of compressor} \]
\[ \bar{g}_{v} = \text{mean void fraction of two-phase section} \]
\[ \eta_{s} = \text{adiabatic efficiency of compressor} \]
\[ \eta_{vol} = \text{volumetric efficiency of compressor} \]
\[ \rho_{l} = \text{density of refrigerant through the valve} \]
\[ \rho_{gc} = \text{density of liquid refrigerant} \]
\[ \rho_{l} = \text{density of refrigerant} \]
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