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Introduction

● Multiplayer online games require state consistency, responsiveness, 
reliability, security and persistency

● Facilitates change in number of players and size of packets
● Provides low latency and stability
● Analyze if our P2P architecture fulfills the multiplayer online game 

requirements
● Demonstrate our results based on Riverbed Modeler simulations
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Related Work

Randeep Shahi, Nathan Zavaglia. “Comparison of gaming Client/Server Paradigms: Peer 
hosting vs Dedicated Server”, 2018, April 9, ENSC 427 Communication Network Spring 
2017, team 02

● Compare between Client/Server and P2P
● P2P has advantage on delay

C. Neumann, M. Varvello, N. Prigent and K. Suh, "Challenges in Peer-to-Peer 
Gaming"Ccr.sigcomm.org. [Online]. Available: 
http://ccr.sigcomm.org/online/files/p2p_gaming.pdf. [Accessed: 25- March- 2019]

● Game state management, even in the presence of peer failures
● Delay, Scalability, Cheating

3



Related Work Cont.

Yang, B. and Garcia-Molina, H. (2019). Designing a Super-Peer Network. [online] 
Infolab.stanford.edu. Available at: 
http://infolab.stanford.edu/~byang/pubs/superpeer.pdf [Accessed 26 Mar. 2019].

Super-peer Based P2P System

● Cross between pure and hybrid system
● Game space divided into subspaces, fixed or dynamic
● A super-peer is a node that acts as a centralized server to a subset of clients
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Problem Description

● P2P gaming network environment setup

● Data examined: Evaluate traffic, delay and response time

● Variables: Packet Size, Number of clients
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Overall Design

● More P2P games has 
been developed recently

● Find out factors which 
affects P2P’s 
performance 

● Simulation performance 
done in riverbed 
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Implementation

● Using Riverbed Modeler Academic Edition 17.5 

● 3 Peers and 3 Routers

● 100BaseT 100 Mbps links between workstations and routers

● PPP_DS3 44.7Mbps links between router and the internet node

● IP32 Cloud node which supports up to 32 serial links
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Implementation Cont.

● Implemented three different scenarios

○ First Scenario: normal operation occurs

○ Second Scenario: Increase packet size

○ Third Scenario: more peers joining to the network

● All the scenarios are simulated for 40 minutes 
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Design Simulation

First Scenario
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Design Simulation

Second Scenario
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Design Simulation

Third Scenario
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First Scenario Results 12



Second Scenario Results 13



Results & Analysis

Increased packet size 100x

● Packets dropped remained the same

● Doubled end-to-end delay

● Rate of packets sent decreased slightly

● Halved download response time
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First Scenario Results 15



Third Scenario Results 16



Results & Analysis Cont.

 Increased number of clients 2x

● Traffic dropped has doubled

● End-to-end delay increased 300% 

● Packets sent per second decreased slightly

● Average download response time doubled
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Discussion

According to our peer to peer network simulation, as hosts joining increasing, 
the rate of packets dropped has doubled, it has a great increase on the 
end-to-end delay, the traffic sent rate has decreased slightly and average 
download response time is doubled. 

As the packets size increased, it has not negligible impact on the rate of 
packets dropped, however, the average end-to-end delay were dramatically 
increased. The traffic sent rate has a slight decrease, but on the download 
response time, it was halved. 
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Future Work

● Comparison between different P2P systems such as Pure, Hybrid and 

Super-peer

● Determine characteristics of performance tradeoffs

● How does varying the capabilities of peers affect the overall performance
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