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#### Abstract

An algorithm is given for computing the values of the characteristic polynomial of a tree. Its time complexity is linear; hence, the polynomial is readily accessible from the tree and no computation is necessary to get the polynomial ready for applications. If necessary, the coefficients can be determined in time $O\left(n^{2}\right)$. This improves the complexity $\mathrm{O}\left(n^{3}\right)$, reached by Tinhofer and Schreck, to $\mathrm{O}(1)$.


## 1. Introduction

Tinhofer and Schreck [5] developed an algorithm with time complexity $\mathrm{O}\left(n^{3}\right)$ for computing the characteristic polynomial of a tree. This is not a very surprising result, since the characteristic polynomial of any (symmetric) $n \times n$ matrix can be easily determined in time proportional to $n^{3}$ using the reduction to the tridiagonal form. In this note, we show that no computation is needed to determine the characteristic polynomial $\varphi(T ; x)$ of a tree $T$. More precisely, for any value of $x$ we can determine the value $\varphi(T ; x)$ in linear time, which means that the polynomial is readily accessible from the given tree. If we need the explicit coefficients of $\varphi(T ; x)$, the application of our algorithm results in an $\mathrm{O}\left(n^{2}\right)$ algorithm which calculates all the $n+1$ coefficients of $\varphi(T ; x)$.

We assume the basic knowledge of graph theory. Graphs are finite, undirected and simple. The characteristic polynomial $\varphi(T ; x)$ of a graph $G$ is just the characteristic polynomial of the adjacency matrix of $G$ (cf. [2]).
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## 2. Computing $\varphi(T ; x)$

The following two results are well known (see, for example, $[2,3]$ ):

## LEMMA 1

If $G_{1}, G_{2}, \ldots, G_{k}$ are components of the graph $G$, then

$$
\varphi(G ; x)=\varphi\left(G_{1} ; x\right) \ldots \varphi\left(G_{k} ; x\right) .
$$

## LEMMA 2

Let $T$ be a forest and $v \in V(T)$. If $v_{1}, v_{2}, \ldots, v_{d}$ are the neighbours of $v$, then

$$
\varphi(T ; x)=x \varphi(T-v ; x)-\sum_{i=1}^{d} \varphi\left(T-v-v_{i} ; x\right) .
$$

Suppose that a tree $T$ is given and choose a vertex $v \in V(T)$. We shall assume henceforth that $T$ is a rooted tree with root $u$. (Otherwise, it can be transformed to such a form in linear time.) This means that each vertex $w \in V(T)$, except the root $v$, has a unique predecessor, the vertex $u \in V(T)$ which is the neighbour of $w$ and is closer to the root than $w$. The other neighbours of $w$ are its successors, and their number $\operatorname{dout}(w)=\operatorname{deg}(w)-1$ is called the out-degree of $w$. The root has $\operatorname{dout}(v)=\operatorname{deg}(v)$.

If $w=v$, then let $T_{w}:=T$. If $w \in V(T), w \neq v$, has the predecessor $w^{\prime}$, denote by $T_{w}$ the component of $T-\left\{w w^{\prime}\right\}$ which contains $w$. Let $T_{w}^{\prime}$ be the forest $T_{w}-w$. Notice that $T_{w}^{\prime}=T_{w_{1}} \cup T_{w_{2}} \cup \ldots \cup T_{w_{d}}$, where $w_{1}, \ldots, w_{d}$ are the successors of $w$.

## THEOREM 1

Let $w \in V(T)$.
(a) If $w$ is a leaf, i.e. $\operatorname{dout}(w)=0$, then

$$
\varphi\left(T_{w} ; x\right)=x \text { and } \varphi\left(T_{w}^{\prime} ; x\right)=1
$$

(b) If $w_{1}, \ldots, w_{d}$ are the successors of $w$, then

$$
\varphi\left(T_{w}^{\prime} ; x\right)=\prod_{i=1}^{d} \varphi\left(T_{w_{i}} ; x\right)
$$

and

$$
\varphi\left(T_{w} ; x\right)=\varphi\left(T_{w}^{\prime} ; x\right)\left(x-\sum_{i=1}^{d} \varphi\left(T_{w_{i}}^{\prime} ; x\right) / \varphi\left(T_{w_{i}} ; x\right)\right) .
$$

## Proof

Part (a) is trivial, and so is the first formula of (b), by lemma 1. The last result follows from lemmas 1 and 2 :

$$
\begin{aligned}
\varphi\left(T_{w}\right) & =x \varphi\left(T_{w}^{\prime}\right)-\sum \varphi\left(T_{w}^{\prime}-w_{i}\right) \\
& =x \varphi\left(T_{w}^{\prime}\right)-\sum \varphi\left(T_{w_{1}}\right) \ldots \varphi\left(T_{w_{d}}\right) \varphi\left(T_{w_{i}}^{\prime}\right) / \varphi\left(T_{w_{i}}\right) \\
& =\varphi\left(T_{w}^{\prime}\right)\left[x-\sum \varphi\left(T_{w_{i}}^{\prime}\right) / \varphi\left(T_{w_{i}}\right)\right]
\end{aligned}
$$

## COROLLARY 1

Given a (rooted) tree $T$ and a number $x$, the value $\varphi(T ; x)$ can be computed in linear time by using the formulas of theorem 1 .

## Proof

We use the recursion of theorem 1 (a) and (b). Starting at the lowest level (vertices at the maximum distance from the root $v$ ) determine, for each vertex $w$, the values $\varphi\left(T_{w}^{\prime} ; x\right)$ and $\varphi\left(T_{w} ; x\right)$. To compute these two numbers, one needs a constant number, say $C$, plus $D$ dout $(w)$ time units, where $D$ is also a constant. The total time is thus at most

$$
\sum[C+D \cdot \operatorname{dout}(w)]=C n+D \sum \operatorname{dout}(w)=C n+D(n-1),
$$

i.e. linear.

The explicit coefficients of the polynomial are usually not needed in applications. However, the coefficients of the characteristic polynomial contain nontrivial combinatorial information about the graph, so one might want to compute them. In order to do this, we choose numbers $x_{0}, x_{1}, \ldots, x_{n}$ and compute the values $y_{i}=\varphi\left(T ; x_{i}\right)$. By taking $x_{i}=\omega^{i}$, where $\omega$ is the primitive $n$th root of unity, one can compute the coefficients of the polynomial from the values $y_{i}=\varphi\left(T ; \omega^{i}\right)$ in time $\mathrm{O}(n \log n)$ by using the inverse fast Fourier transform (see, for example, [1]).

Since we have already spent $\mathrm{O}\left(n^{2}\right)$ time for computing $y$ 's, one can choose some simpler algorithm for determining the coefficients of the polynomial. For example, in time $O\left(n^{2}\right)$, the polynomial $\varphi(T ; x)$ can be transformed to the Newton divided difference interpolation form (see, for example, [4]). From this, one can compute the coefficients by the respective use of the modified Horner algorithm. This takes another $\mathrm{O}\left(n^{2}\right)$ operations.

It is worth mentioning that the total space complexity is linear.
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