
➢ Latent Dirichlet Allocation to generate

15 automatically extracted topics on

10,000+ news articles and
1,000,000+ comments

➢ Each text is given probabilities for all

15 topics – this allows an article to be

50% about a new pipeline and oil,

and 50% about the impact on nature
and nearby First Nations communities

➢ Hypothesis 1

People would talk a lot about politics;

more comments on articles classified as "politics" articles

➢ Hypothesis 2

People would be significantly more toxic about certain 

topics, e.g., issues of abortion, race, atheism

➢ Online publications with comments sections

➢ Human moderators hired to monitor comments

➢ Positive moderation: Highlight good arguments

➢ Negative moderation: Delete profanity, personal attacks

Questions:

1. What makes comments linguistically different?

2. Can we use computer science to automate moderation?

1. Online News
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2. Taxonomy of the Online Comment

4. Topic Modelling on Articles and Comments

Future work

➢ Do toxicity and constructiveness propagate in threads?

➢ Add sentiment to the taxonomy

➢ Do people with anonymous usernames write different

comments from people with their real names? More

toxic? Less constructive?
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Articles Comments

Toxic

Constructive

Non-toxic

Non-constructive

Toxic Insult

+

Constructive

reasoning

You are an idiot. In fact teachers have 
been against this change for years. 
Not that they don't believe in the 
value of Discovery learning etc, they 
struggle with how to actually 
implement it its practical sense. The 
reason we aren't already doing 
discovery math (for instance) with 
regularity is because of teacher 
resistence to change. Once again you, 
like many, try to demonize a whole 
demographic. Teacher are a 
convenient target. As if they are 
fundamentally different than any of 
the rest of us.

Given the exorbitant cost of daycare 
in Ontario, and the fact that teachers 
are paid for full-time work (without 
actually being required to work what 
most would consider to be full-time 
hours) - I often wonder why we 
couldn't close that gap by having 
teachers provide provincially-funded 
daycare, year-round.
…
Our school model was built on the 
assumption of a stay-at-home parent. 
Perhaps time to revisit that model. 
And given the clear and obvious 
abuse of a generous entitlement -
time to revisit what we expect from 
teachers, in general.

No insults

No arguments

Swearing and 

personal attacks

3. Toxicity and Constructiveness

➢ Constructiveness system developed at

SFU by Varada Kolhatkar and Maite

Taboada

➢ Comments classified for constructiveness

using a number of linguistic features, some

of which are shown on the left

➢ Toxicity system developed by

Google: Perspective API

➢ Uses machine learning

(RNNs with attention)

Quantifying constructiveness and toxicity

➢ Results on

1,000,000+ online

comments

➢ Highest frequency

comments are

non-constructive

and non-toxic

➢ Very few are highly
toxic

➢ Non-constructive

comments more

common (intuitive)

Going beyond toxicity and constructiveness...

➢ What subjects generate the most comments?

➢ What subjects generate the most toxic comments?

Or the most constructive comments?

TOPIC MODELLING
Statistical modelling technique 

to automatically extract the 

subjects discussed in a text

Example topics

➢ Most frequent words across all comments regardless of

toxicity and constructiveness:

Harper, time, people, government, Canada

➢ Hypothesis 1 confirmed

Most comments about politics and on politics articles; 

people talk more than anything else about politics

➢ Hypothesis 2 rejected

Roughly the same proportion of toxic commenters in 

every comment section

Results

Constructive 

comments
Non-constructive 

comments

Highest frequency words

I agree!!!

Essay

Territory


