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1 Model

Throughout this document, we will consider a linear model
Y =XB+e¢,

with endogenous errors satisfying
E[X'e]=T+#0

that are homoskedastic:
Elee’] = o*Iy.

2 Endogeneity
1. Formally, the problem is that, in a linear model
Y =XB+¢,
the disturbances are endogenous, or equivalently, correlated with the regressors, as in
E[X'e]=T+#0

In the Venn Diagram (Ballentine) on page 167 of Kennedy, we get a picture of this. There is a variable
X which does covary with Y (red+blue+purple), but sadly some of the covariance with Y is through
covariance with the error term (red). This covariance leads to bias in the OLS estimator.

2. Why do you get bias?

(a) Covariation of Y with the disturbance term, which is correlated with X, is attributed to X.
Consider the case where

Y =X3+¢,
e=XI'+n
so that
Y=X@B+D)+n

(b) The regression loads the response of Y to X entirely on to X. But in reality, the response of Y
to X has two channels: the direct channel through 5, and the indirect channel through I". The
indirect channel is through the disturbance term: it is the derivative of € with respect to X.

(c) Think of the simplest possible regression model, where X is a univariate continuous variable in
[—1,1] and the true coefficient is 1, so

Y=1X+¢

but where
E[X'e] = 1.



Here, X is positively correlated with the disturbance, which has expectation 1 when X = 1, and
expectation —1 when X = —1. (Draw the picture and you will see that the OLS estimator gives
you the wrong slope. One way to achieve this is to have ¢ = X.) The reason is that it assigns
variation that is due to the covariance of X and the disturbance to covariation between X and
Y. Here, it will give you an estimate of 2 rather than 1.

An “identifying assumption” is an assumption that is neccessary to consistently estimate a pa-
rameter. The MoM interpretation of OLS tells you that E[X’e] = 0 is an identifying assumption.
The covariance between X and the disturbance pollutes the OLS estimator with variation that
violates its identifying assumption of exogeneity.

3. What causes endogeneity?

(a)
(b)

Nothing need cause endogeneity. It is just about covariances.

Simultaneity: Equations are said to be simultaneous if stuff on the RHS in one equation shows
up in the LHS in other equation(s). For example, if

Y = XfB+e,
X = Yd' + 7T,

where « is a K—vector, then, substituting for Y in the X equation yields

X = Xpa' +2I+ed
X —XBa/ = ZT +ed
X = [-Bd] (2T +ed),

which is obviously correlated with .

Correlated Missing Variables. If the true model is

Y = XpB+ZT +¢,
E[[X Z'e] = 0
but we estimate a model based on
Y = X3 +e¢,

then, the expectation of the OLS estimator is

E [BOLS] - E [(X’X)‘1 X' (XB+ 2T + 5)}

B+E [(X'X)*1 X' (2T + e)}

B+ (X'X) ' X'ZT + (X'X) ' E[X'e]
= B+ (X'X)"'x'ZT

Here, even though the e are exogenous to the X’s, there is a bias term depending on the empirical
covariance between X and Z.

i. If X'Z = 0, then B, is unbiased.
ii. If Z is a random variable, then if E [X’Z] = 0, then (3, is unbiased.
iii. This is why only correlated missing variables are a problem: uncorrelated missing variables
do not induce bias.
iv. If X and Z are correlated, then the OLS estimator is comprised of two terms added together:
(1) the true coefficient on X, and (2) the marginal effect of X on ZT

v. Suppose we ran a regression of ZI' on X. This would yield coefficients (X’X)f1 X'ZT', which
is exactly equal to the bias term. Of course, I' is not observed, so we may instead interpret
this effect may be interpreted as I' times the regression coefficients from a regression of Z on
X.



(d) Consider the model of earnings Y given characteristics X and schooling levels W. Let n be a
measure of smartness that affects schooling choice. In a model like this, schooling will be correlated
with the disturbance because smart people both get more schooling and get more money given
schooling. Thus, the OLS estimate of the return to schooling is biased upwards:

Y=X8+Wi+¢

where
W =2vy+n

and the two disturbances are correlated, implying

Elnel #0

Here W is correlated with the disturbance e, which captures among other things the impact of
smartness on income conditional on schooling.

(e) Selection Bias. Classic selection bias is when your selected sample has different characteristics
from the population at large in a way that matters for the coeflicient you are estimating. Eg,
leaving out non-workers leaves out those who get no return to schooling. Formally, the problem
is that the same thing that causes selection into the sample causes variation in the dependent
variable. E.g.,

PlY £.]=XA+v

Y=XB+¢
Elev] =T

where I' is a diagonal matrix with all diagonal elements equal to the positive scalar «. Here, the
probability of observing Y rises with v, but so does the conditional expectation of Y. This implies
that the load of X in increasing the probabilility of observing the dependent variable will load on
to the estimate of 3.

4. Corrections for endogeneity bias are always going to lie in dealing with this pollution by either (1)
removing it; (2) controlling for it; or (3) modelling it.

3 how do you solve an endogeneity problem?

1. Go back to the Venn Diagram. The problem is that we have red variation that OLS mistakenly attaches
to X. Three general approaches are

(a) Clever Sample Selection. Drop the polluted observations of X that covary with the disturbance;
i. Instrumental Variables or Control Variables. In each observation, drop the polluted compo-
nent of X or control for the polluted component of X.
ii. Full Information Methods. Model the covariation of errors across the equations.

(b) Clever Sample Selection. Okay, so some of our observations have covariance of X and the distur-
bances. But, maybe some don’t.

i. In the returns to schooling example, if some people, for example the very tall, were not allowed
to choose their schooling level, but rather were just assigned an amount of time in school,
then their W would be exogenous.

ii. Run a regression on the very tall only. You would have to assume that their returns to
schooling are the same as everyone else’s though.

iii. If you are interested, for example, in the wage loss due to layoff, you might worry that firms
layoff big losers, so that layoff (on the RHS) is correlated with the disturbance in the pre-layoff
wage.

iv. When firms close entire plants, they don’t pick and choose who to layoff.



v. run a regression on people who were laid off due to plant closures only.
(¢) Instrumental Variables.

i. Say you have a variable, called an instrument, usually labelled Z, that is correlated with the
polluted X, but not correlated with the disturbance term.

E[X'Z] #0,
E[Z'e) =0

You could use that information instead of X. This is the purple area in the Venn Diagram.

ii. The purple area is not correlated with the disturbance term by construction. Thus, you can
use it in an OLS regression.

iii. The only problem is a regression of ¥ on the instrument Z gives you the marginal impact of
the instrument Z on Y, when you really wanted the marginal impact of X on Y. You can
solve this by expressing the instrument in units of X. This is the spirit of two stage least
squares.

iv. It is important to assess the strength of the instrument. After all, identification and precision
is coming from the covariation of the instrument with X and Y. If there isn’t much of
this joint covariation, you won'’t get much precision. You will also get bias if the model is
overidentified. These problems are called Weak Instruments problems.

4 Two Stage Least Squares
1. find Z such that
E[X'Z] #0, E[Z'e] = 0,
and then use Z variation instead of X variation. The trick is to use Z variation which is correlated
with X variation to learn about the marginal effect of X on Y.
(a) For any variable W, denote the projection matrix
Py = WW'W)'w’,
i. Projection matrices are idempotent: they equal their own square:
Pw Py = Py.
ii. projection matrice are symmetric, so that Py = Py,.
iii. projection matrices have rank 7" where T is the rank of W.

(b) Denote X = PzX as the predicted values from a regression of X on Z. Since Z is assume
uncorrelated with the disturbances, X must also be uncorrelated with the disturbances. Run a
regression of Y on X. This regression will satisfy the conditions which make OLS unbiased. This
regression uses only the purple area in the Venn Diagram to identify the marginal effect of X on
Y. Here,

. U
Basns = (X’X) Xy
where R
X=2z(22)""7X,
or, equivalently,
Bysrs = (X'PLP,X) " X'PLY = (X'P;X)" ' X'PyY



(c) Since X is a constructed variable, the output from this OLS regression will give the wrong covari-
ance matrix for the coefficients. The reason is that what you want is

5 (2%)"

where ,
5= (Y - X/B2SLS) (Y - Xﬂzus) /(N - K)
This is because the estimate of the disturbance is still

e=Y — XByss
even though the coefficients are the IV coefficients. But what you’d get as output is
@ (%)
where ,
5= (Y - XB2SLS) (Y - Xstm) /(N - K)

which is not the estimated variance of the disturbance.

5 Exactly Identified Case: MM and Indirect Least Squares

1. A method-of-moments approach substitutes sample analogs into theoretical moments:

(a) a moment is an expectation of a power of a random variable.
(b) sample analogs are observed variables that can be plugged in.

(c¢) For example, given the assumption that
EX'e] =0,

the method-of-moments approach to estimating parameters is to substitute sample moments into
the restriction:
X'e=0& X'(Y - XB) =0.

The unique solution to this equation is the OLS estimate.

(d) The method-of-moments approach tells you that the covariance assumption on X and the distur-
bances is extremely closely linked to the solution of minimising vertical distances.

2. You can think about Two Stage Least Squares in a method-of-moments way, too. The model is
Y=X0+¢

and the exogeneity restriction is
E[Z'¢] =0

This is our moment condition. We will also use a homoskedasticity condition later to work out the
variance of the estimator:
Elee'] = oIy,

3. If Z has K columns, then we say that the model is exactly identified. Substituting in sample moments
yields

z' (Y - XBMM) ~0
Solving this for the coefficients yields:

Ban =Bros =(Z2'X)712'Y



This is sometimes referred to as Indirect Least Squares. Indirect Least Squares is equivalent to two-stage
least squares when Z has the same rank as X:

X = PyX
2 s o\ 5y
Basrs = (X X) XY =
= (X'PyPzX)" ' P,y = (X'P;X)” ' X'PLY
-1
- (x'z(z'2)™ Z'X) X'2(2'2) 2y
= ZX) ' Z2(X'2) ' X'zZ2)7 2y
= (Z'X)"" 7%,
because with square matrices, you can rearrange within the inverse.

. Consider a one-dimensional X and Z, and consider regressing Y on Z and X on Z:

~YonZ
Bors =(2'2)712'Y
~XonZ
Bors =(Z2'2)7'2'X
~YonZ
~YonX . ~YonX - ﬁOLS
2SLS — BMM ~ ~XonZ
OLS

(a) Here, we see that the IV estimator (2SLS, MM) is given by the ratio of two OLS estimators. It
is the ratio of the derivatives of Y and X with respect to Z, and for that reason, we think of it is
as indirectly illuminating the derivative of Y with respect to X.

(b) Thus, regressing Y on Z looks the same as 2SLS of Y on X in the Ballentines, but the Ballentine
misses out the rescaling shown above.

. bias and variance of the indirect least squares estimator:

(a) the bias of the ILS estimator is formed by plugging Y into the estimator:
E {BILS} -8

El(z'x)™" Z’Y} ~B

= E [

(Z'X) 7 X3+ (2'X)"! Z’e} iy

- E :B +(z'x)" Z’s} —B

= Elzx)™ Z’s] = (Z'X) " E[Z¢]
= (Z/X) "0k =0k

(b) since the ILS estimator is unbiased, the variance is formed by squaring the term inside the expec-
tation in the bias expression:

E |:<BILS - ﬁ) (BILS - /5>/] =F {(Z/X)_l Z/&E/Z(Z/X)_l] .

Here, we need to assume something about Elee’] to make progress (just as in the OLS case). So,
use the usual homoskedasticity assumption:

Elee') = 0’1y,

8| (Brus - ) (Bras - 5) |

SO

1 1

Z'ee' Z (Z'X)"

E [(Z’X)‘

(Z'X) ' 2'0%InZ (2'X) 7"
= 2Z'X)'72Z2'x)".



()

If Z = X, then we have the OLS variance matrix.

This variance is similar to
V() V(Z)
Cov(X,Z) Cov(X,Z)’

so, to get precise estimates, you keep the variance of the disturbance V(g) low, the covariance
between instruments and regressors Cov(X, Z) high. The right-hand term is the reciprocal of
the share of the variance of Z that shows up in X. If you get a big share of X in Z, the variance
of the estimate is smaller.

Overidentified Case: GMM and 2SLS

. If Z contains more columns than X, we say that the model is overidentified. In this case, you have
too much information, and you can’t get the moment restriction all the way to zero. Instead, you
solve for the coefficients by minimising a quadratic form of the moment restriction. This is called
Generalised Method-of-Moments (GMM). The GMM estimator is exactly equal to the two stage least
squares estimator in a linear homoskedastic model.

(a)

()
(f)

Assume Z has J > K columns. Now our moment condition is
E[Z'¢] =0

and our sample analog is
Z'e=10

which has J > K elements. We cannot get this thing to be J zeroes by choice of the K parameters
B. We we can try to get close. That is the spirit of Hansen’s (1982) GMM approach.

GMM proposes a criterion get Z’e as close to zero as you can by choice of the parameter vector 3.
Since § only has K elements and Z’e has more than K elements, you can’t generally get Z'e all
the way to zero. So, you minimize a quadratic form in Z’e with some kind of weighting matrix
in the middle. Consider

mﬁin AV REVAL

where () is a matrix that puts weight on the bits of Z’e that you think are most important, or
most informative about Z'e.

Since E [Z'¢] = 0, it doesn’t matter asymptotically how you weight the various bits of it. You
could use 2 = I if you wanted, and the estimator would be consistent. Minimisation with
Q = I is often referred to as Minimum Distance Estimation. The point here is that any choice
of Q yields a consistent estimator. However, different choices of Q2 yield estimators of different
efficiency.

A natural choice of Q is the covariance matrix of Z’c. By assumption, E[Z’¢] = 0, so its
covariance F [Z'ee’Z] is equal to its mean squared error. If an element of Z'e is always really
close to zero, then you’d want to pay a lot of attention to keeping this element close to zero. In
contrast, if an element of Z’¢ varied wildly, you wouldn’t want to pay too much attention to it
in choosing your 3. Since the weighting matrix is 7!, elements of Z’¢ that are wildly varying,
and have big variance, get small weight in the quadratic form; elements which are always close to
zero, and have small variance, get big weight in the quadratic form.

Hansen (1982) shows that if Q is the covariance matrix of Z’e, then the GMM estimator is
asymptotically efficient.

Given homoskedasticity of , we have E[ec’] = 021y, implying

V([Z'e| = E[Z'ec'Z) = E|Z'0*INZ) = 0°Z' 2



So, we minimize

min (¥ — XB) Z ! (Z2'2)"' 2 (Y — XB) =

o2
min (¥ — XB) Z(2'2)"" 7' (Y — XPB)
min (Y — X8)' Pz (Y ~ Xp)

min (Y — XB) Pz Pz (Y — XB)

yielding a first-order condition

2X'P, (Y —XB) = 0
=
Xlrststage/ (Y _ Xﬁ) _ 0.

That is, choose 8 to make e orthogonal to X.
(g) That is, given homoskedasticity, the GMM estimator is the 2SLS estimator:

X'Py(Y—XB) = 0
X'PyY = X'P,XB

- - -1
5GMM = ﬁzsLS = (X/P/ZX) X/P/ZY

(h) Since all exogenous variables correspond to columns of X that are also in Z, and defining as an
instrument as an exogenous variable that is in Z but not in X, this implies that you need at least
one instrument in Z for every endogenous variable in X. Consider

X =[X1 Xo], Z=[X1 Z2],

a case where a subvector of X is exogenous (because it shows up in Z), and the rest is endogenous.
Here, X5is endogenous.

Y=XB+e=X18,+XoBy+¢

The two stage approach to IV is to estimate X on Z and use its predicted values on the RHS
instead of X.

(i) What are its predicted values? Since Z contains the exogenous pieces of X, this is equivalent to
regressing

Y = X168, + Xofy + ¢

where

Xo=2(2'2)"" 7' X,

the predicted values from a regression of the endogenous X’s on the entire set of Z.

i.

ii.

What if X5 contains interactions or squared terms, for example, if schooling years are en-
dogenous, then so, too, must be schooling years squared, and the interaction of schooling
years with gender. So, even if the root is the endogeneity of schooling years, all these other
variables must be endogenous, too.

In this case, two stage least squares must treat the endogenous variables just as columns of
X5. Thus, the Xothat gets used in the final regession has the predicted value of schooling
years and a separate predicted value of schooling years squared. This latter variable is not
the square of the predicted value of schooling. You may wish to impose this restriction, but
two stage least squares does not do it automatically. It is easy to see how to impose it when
using full information methods (below), but can be cumbersome in limited information (IV
and control variate) methods.



2. bias of 2SLS

(a) The bias of this estimator is

E {wa} - B

E {(X’ng)‘1 X’ng} .y

— (X'PLX) ' X'PLXB+E [(X’P’ZX)*1 X’P’Zg] iy
- E [(X’P%X)”X’Pgs]

= (X'PyX) ' X'7' (22 E[Z].

If Z is orthogonal to e, then this bias is asymptotically zero.
(b) Oweridentification and bias with finite N. Rewrite the bias as

. a1
E {52@5} -B= (X/X> E[(PzX) ¢].
Here, we see that if Z is 'too good’ at predicting X, then Pz X will look a lot like X, which is not
orthogonal to €.
L. IfE [(PZX)' 5] is close to E[X’e], then we have a nonzero bias term. The bias term is inflated
!
by the term (X 'X ) , which goes to zero as N goes to infinity. So, the worst case is when

Z is too good at predicting X and N is small.

ii. In exactly identified models where Z is orthogonal to €, Pz X must also be orthogonal to ¢.
So, in exactly identified models, there is no bias.

!

iii. However, when the model is overidentified, in finite samples, (X 'X ) E[(PzX )'5] is not
zero. The basic reason is that if J (the rank of Z) is large relative to N, then Z will
pick up some & no matter how Z is correlated with €. Consider the case where J = N.
Then, P;X = X, because there is one column of Z for each observation. In this case,
E [(PzX)"e] = E[X'e], which is not zero by assumption.

a1

iv. On the other hand, if PX = X, then (X’X) = (X’X)fl, so that the bias does not get

magnified a whole lot, and in the limit, it disappears as (X'X )71 goes to zero.

v. A large number of instruments and small N is the worse case: you get E [P} X] spruriously

N1
close to X, and in the small sample a nonzero (X 'X ) .

3. Variance of 2SLS

(a) The variance is the square of the expression we take the expectation of to compute bias: E |(X'P,X )_1 X’ Pés] .
(b) If the e are homoskedastic, then

v (BQSLS) = o2 (X'PyX) "t X'PhecP, X (X'PyX) "t

= 2 (X'PyX) ' X'2(2'2)' 72(72'2)" 2'X (X'PyXx)

= (X'PX) ' X'Z2(Z2) 27X (X' PyXx)""

= (X272 Z’X) ' xiz (22)"' Z2'X (X'Pyx)"
= CSXPX),

which is a reweighted version of the variance of the OLS estimator.

(c) If you have lots of overidentification, then even with homoskedasticity, the term P,eePz will not
have expectation 02P in the small sample. Thus, when you have overidentification and a small
sample, you get both bias and weird standard errors.



4. Weak Instruments

(a)

(b)

(f)

What if your instruments are only weakly correlated with X. This is the problem of weak
instruments (see the suggested reading). Weak instruments are an issue in overidentified models
where the instruments are only weakly correlated with the endogenous regressor(s).

Suppose that the instruments are not very good at predicting X. Then, you have only a tiny
amount of information to identify the parameters 3. Clearly, you’ll get a lot of variance. Perhaps
surprisingly, you also get inconsistency.

Formally, Staiger and Stock (1997) consider a thought experiment where the predictive power of
Z goes to zero as N goes to infinity. (Not so crazy, since in a finite sample Z can pick up a bit of
X no matter how weak it is.) They show that this leads to a 2SLS estimate whose variance blows
up as N gets large. If predictive power goes to zero fast enough, then the limiting distribution of
2SLS has a huge asymptotic variance and the same bias as OLS.

i. T use the thought experiment of J — oo as N — oo, so that PzX — X even if Z are
uncorrelated with X. So, the estimated 2SLS coefficient has the same asymptotic mean as
OLS estimate (is biased by the same amount), but has way higher variance due to the much
larger number of regressors.

ii. The worst case then is a large number of weak instruments.

iii. but if you have crappy enough instruments with weak enough correlation with X, you can
induce a huge small sample bias even if the instruments are truly exogenous.

We can approximate the small-sample bias. Hahn and Hausman (2005), who explore the case
with 1 endogenous regressor, write the (second-order) approximation of the small-sample bias of
the 2SLS estimator for that endogenous regressor proportional to

Lp (1 — Rz)
NR?

7

E [BZSLS] - p

where R? is the R? value in the first-stage regression, J is the number of instruments, p is the
correlation between the endogenous regressor and the model disturbance term, and N is the
sample size.

i. Obviously, this goes to zero as N goes to 0o, so the the 2SLS estimator is consistent.

ii. However, if the instruments are weak, so that R2 is small, the bias gets large.

iii. Further, if the model is highly overidentified, so that J is very large, the bias gets large.

iv. the correlation p is the reason that there is an endogeneity problem in the first place. Indeed,

the bias of the OLS regression coefficient is proportional to p.

one can express the bias of the 2SLS estimator in terms of the bias of the OLS estimator:
Bias {B } = LBZ'(IS {B }
25SLS NE&? 2SLS |

so if J > NR2, 2SLS is certainly worse than OLS: it would have bigger bias and, as always,
it would have bigger variance. Of course, even if 2SLS has smaller bias, it may enough more
variance that it is still undesirable in Mean Squared Error terms.

A simple comparison of J to NR? gives you a sense of how big the 2SLS bias is. Since that
fraction is strictly positive, 2SLS is biased in the same direction as OLS, so if you have theory for
the direction of OLS bias, the same theory works for 2SLS bias.

5. GMM in non-homoskedastic and nonlinear models.

(a)

If the disturbances are not homoskedastic and the model is overidentified (Z has higher rank than
X), then GMM is not equivalent to 2SLS. GMM would give different numbers.

10



(b) Here, the key is to get an estimate of €, given by Q. Any consistent estimate of Q will do the
trick. How big is Q7 It is the covariance matrix of Z’e, so it is a symmetric Jx.J matrix, with
J(J 4 1)/2 distinct elements. Note that this number does not grow with N.

(¢) Recall that GMM is consistent regardless of which €2 is used. Thus, one can implement GMM
with any old © (such as the 2SLS estimator), collect the residuals, e, and construct

A 1 71
Q:NZ(ZeeZ),

and then implement GMM via .
mgn PVAVIRIAL

(d) GMM can be used in nonlinear models, too. Consider a model
Y =f(X,p)+e
The moment restrictions are
E[Z'e] =0

Substituting in sample moments yields

Z'(Y - f(X,B)) = 0.

Thinking in a GMM way, it is clear that if the rank of Z is less than the length of 3, you won’t
have enough information to identify 8. This is equivalent to say (in full-rank linear models) that
you need at least one column of Z for each column of X.

(e) If J > K, you can’t get these moments all the way to zero, so one would minimize
!/ N
min (v~ f(X, 8) 2072 (¥ - f(X.5))

where () is an estimate of the variance of the moment conditions.

(f) Hansen (1982) shows that this 2 step GMM is asymptotically efficient for nonlinear (or linear)
models that can be characterised by a moment condition. That is a very powerful result: it says
that if you can write errors as a function of parameters and data, and if you have at least as many
moment conditions as parameters, 2 step GMM gives asymptotically efficient estimates.

6. Are the Instruments Exogenous? Are the Regressors Endogeneous?
(a) If the regressors are endogeneous, then the OLS estimates should differ from the endogeneity-

corrected estimates (as long as the instruments are exogenous).

(b) A test of this hypothesis is called a Hausman Test. It asks: is there actually endogeneity? It
requires exogenous instruments, because it uses the endogeneity-corrected estimates.

(c) If the instruments are exogenous and you have an overidentified model, then you can test the
exogeneity of the instruments.

(d) Under the assumption that at least one instrument is exogenous, you can test whether or not all
the instruments are exogenous.

7. Test of Overidentifying Restrictions (The J test)
(a) Under the assumption that all the instruments are exogenous, we have from the model that

E[Z'e] = 0
E|Z'ee' 7]

11



(b)

()

The GMM estimator, minimised a quadratic form of Z’e:

min S AVERVAS
B

where Q = E [Z'ce’ Z] is the (possibly estimated) covariance matrix of Z'e.

Consider the distribution of Z’c. If we pre-multiplied by Q~1/2, we’d have
E [9—1/22’5] _—
E[&zQ7'Z's] = 1,

So the quadratic form using & would be the square of a bunch of mean-zero, unit variance,
uncorrelated random variables.

If the model is homoskedastic, then Q1 = 4 (2'Z)7", so you don’t even need to estimate €.
You have

1 _ 1 1
min EE/Z (Z2'2) " 7'e = mBin ﬁE/PZa‘ = mBin ;E/PZ_P/ZE
and, so, if we premultiplied everything by Q= '/2, we’d have the GMM objective function as a
quadratic form ¢’ Pz Pj,e, where
E[Py] = o,
E [E/Pz.P/ZE] = IJ.

The quadratic form is the sum of squares of J uncorrelated things with zero mean and unit
variance.

But, e isn’t . The residual is related to the model via:

e = (Y-XB)
= (Y- X' (X'P,X) " X'PLY)
- [1-x(xPx)y i xp]y
= [r-xx'Px) ' x'P,| (X8 +¢)

= [xg-x"x'Pyx)"" X’PéXﬁ] + [1 — X (X'PLX)7" X’P’Z} e

= [1-x'x'Pyx)'x'P| e

(f) Sticking with the homoskedastic case, the GMM objective function is

1
mine’ ZQ ' Z'e = min 7€/PZP/Z€a
5 e

so the thing we are summing and squaring is

Ple [Pg — PLX' (X'PLX)"" X’P’Z} e

~, [~~~
{Pg e (X’X) X} e
- [P’Z - P}J e
i. The rank of P is J and the rank of Py is K, so the rank of [Pé — P)’?] is J — K. Thus,

we are summing and squaring J — K independent linear combinations of £, whose mean is 0
and whose variance matrix is 1.
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(2)

ii. Thus,
6/P2PIZ€
is a sum of squares of J — K things with mean zero and variance 1.

iii. Central Limit Theorem: if things have finite variances, then finite-order linear combinations
of them will behave asymptotically and approximately like linear combinations of normals.

iv. So, each element of and Pje is approximately asymptotically N(0,1).
v. The sum-of-squares of it is approximately and asympotically a chi-square:

/ ! _~asy,approx 2
ePZPZe y.app XJ K-

Consider a homoskedastic case with 1 endogenous regressor, no exogenous regressors, and 2 in-
struments.
i. The quadratic form over
/o / /
Pye =[Py - Py«

cannot be brought to zero, because there are 2 equations and only one coefficient to choose.
ii. However, if E[Z’¢] = 0, then in a given sample, P,e should be ’close’ to zero in both of its
elements.

iii. Further, since each element of Q~1/ 2Pje is a mean-zero and unit-variance, each element
should be between [—2,2] a lot of the time.

iv. Asymptotically and approximately, each element of Q~1/ 2Pje is a standard normal.
v. But, the 2 elements of Q_l/QP’ZE are linear in each other, so if you move one of them, you
move the other by a fixed amount.
vi. Thus, the sum of squares of these is not the sum of 2 squared normals, but just a single
squared normal.
vii. So, if the GMM objective function is 50 at its minimum, this number is too high to believe
that you really had exogenous instruments—more likely, you had an endogenous instrument.

8. What are good instruments?

(a)

Going back to the Ballentine/Venn Diagrams in Kennedy, you want an instrument Z that has no
purple stuff in it (no correlation with the disturbance terms),

E[Z'e] =0,
and which has lots of correlation with X,
E[Z'X] #0.

What if you have instruments that violate this? Consider violation of exogeneity. In the linear
exactly identified case:

Basrs = Baymm = (2'X)712'Y,

so, the bias term is

D) {stLS - 5} = E[(ZX)"'Z'Y -]
_ EI:(Z/X)—lleﬂ_’_(Z/X)—lzlg_ﬁ]
= E[(Z'X)'Z<] =(ZX)'E[Z],
s0, the degree to which E [Z’¢] is not zero gets reweighted by (Z’X) ™" to form the bias. If E [Z'e]
is big, the bias is big, unless (Z'X) ™" is really small. The matrix (Z’X)"" is small if Z'X is

big, which is the case if Z and X covary a lot. Thus, even if your instrument is not perfectly
exogenous, you still want lots of correlation with X.
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9. Control Variables

(a)

(b)
(c)

(f)

Denote Mz X as the residuals from a regressmn of X on Z. The residual Mz X5 contains the
same information about the endogeneity as X. IfXisa part of X that is not polluted, then
Mz X must contain all the pollution.

That means that if we add e to the RHS of the original specification, it will control out the
endogeneity.

estimate by OLS
Y=XB+MzXv+e

The intuition is that Mz X is a control for the pollution in X. So, if X is positively correlated
with the disturbance, then
MzX

will be a big number when X is big, and small when X is small. This polluted covariation with
Y will be assigned to Mz X (measured by v), and not to X.

In linear homoskedastic models, the estimated coefficients on X (and their variance) is the same
whether you use GMM, 2SLS or control variables.

The fact that the control variable comes in additively is important. It makes the whole system
triangular, and therefore writeable in this fashion. In nonlinear, semiparametric and nonpara-
metric models, sometimes the control variable approach is easier, but it has to come in additively
(Newey & Powell Econometrica 1997, 2003).

Most everyone uses IV and not control variables.

10. Model the endogeneity (Full Information)

(a)

(b)

Consider the two equation model

Y=X(B+¢
X=Zy+n
Elen] # 0.

Assume that Z has at least the rank of X, and that Z is exogenous. An example of this might be
X =[X1X3],Z = [X124],
a case where a subvector of X is exogenous (because it shows up in Z), and the rest is endogenous.

() (2 %)

and estimate the parameters inside this normal, and the parameters of the two equations, by
maximum likelihood.

We could assume that
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