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Discussion and perspectives

The first results are encouraging with over 80% success on the test set. In a second step, we test if the neural network does not overfit the training examples, and if it can be generalized to new taxa. If we 
restrict the training set to a small number of taxa (4 taxa containing 76% of images), the success rate on the 7 other taxa (unseen during training) decreases drastically. A good sample of the taxonomic 
diversity of plants appears crucial to train the neural network. A set unbalanced for the different values also has an impact on the results. This could explain the very bad result in the second test for alternate 
leaves.
The perspective is to provide automatic tagging of herbarium images and verbal description of images. In a first step, we suggest using the virtual desktop (Collaborator see https://lab.recolnat.org/) to facilitate 
tagging with limited terminology. The citizen science project Herbonaute is already used to edit the label of herbarium images. We began to mobilize the herbonaute community to validate automatic tagging 
and increase images for training.
Numerous recent publications on Plants and neural network show the promising interest of these methods (Sue Han Lee et al., 2017) (Barré et al., 2017) (Alfonso et al. 2017) (Heredia, 2017) (Carranza-Rojas 
et al., 2017).
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Abstract

Natural history collection data are now accessible 
through databases and web portals. However, 
ecological or morphological traits describing 
specimens are rarely recorded while gathering 
data. This lack limits queries and analyses. Manual 
tagging of millions of specimens will be a huge task 
even with the help of citizen science projects such 
as “les herbonautes” 
(http://lesherbonautes.mnhn.fr). On the other hand, 
deep learning methods that use convolutional 
neural networks demonstrate their efficiency in 
various domains, such as computer vision 
(Krizhevsky et al. 2012, Azizpour et al. 2016), 
speech recognition (Abdel-Hamid et al. 2014) or 
face identification (Li et al. 2015, Freytag et al. 
2016).

In a proof of concept project, we used a 
Convolutional Neural Network (CNN) in order to 
recognize automatically 4 morphological traits of 
leaves on images of the fully digitized collection of 
the Paris herbarium in the Muséum National 
d'Histoire Naturelle (MNHN, Paris, France).

A second method visualizes the area of each 
image that was detected by the CNN as the most 
important for morphological character recognition 
(Durand et al. 2017). This method provides an 
explanatory view of the automatic recognition 
process. 

Selection of images and traits

103,000 herbarium images from 11 taxa
4 binary characters:
- margin (entire / dentate)
- phyllotaxy (opposite / alternate) 
- leaf type (simple / compound)
- plant type (woody / non-woody)

Pre-processing

Processing: Convolutional neural 
network

- We use Resnet, a NN pre-trained from 
ImageNet

- Data set : 70% for training / 10% for 
validating the hyper-parameters of the 
model / 20% for testing

- 9 epochs

Results

First test:
- Training and test sets are homogeneous
- >95% good identification

Second test:
- Training and test sets are disjoint (7 taxa 

for testing, only 4 other taxa for training)
- Correct identification (58% to 98%) except 

for alternate phyllotaxy and compound 
leaves

Post-processing - Visualization
(Weldon model)

A function selects areas where the 
factors are more numerous 
Representative of a class: yellow spots 
indicate entire / opposite / simple / 
woody. 

Margin 
(entire / dentate)

Plant type
(woody / non 

woody)

Leaf 
(simple / 

compound)

phyllotaxy 
(opposite / 
alternate)

TEST 1
Test and training are on 

the same taxa

TEST 2
Test and training are on 

different taxa

real / predict entire dentate
entire 11936 425 96.56%

dentate 47 8344 99.44%

real / predict alternate opposite
alternate 14567 2806 83.85%
opposite 23 3356 99.32%

real / predict simple compound
simple 10057 485 95.40%

compound 381 9829 96.27%

real / predict not woody woody
not woody 7511 234 96.98%

woody 563 12444 95.67%

real / predict entire dentate
entire 19162 2613 88.00%

dentate 954 1432 60.02%

real / predict alternate opposite
alternate 2336 17007 12.08%
opposite 98 4720 97.97%

real / predict simple compound
simple 10884 1796 85.84%

compound 9083 2398 20.89%

real / predict not woody woody
not woody 7039 3851 64.64%

woody 5466 7805 58.81%Recolnat  (https ://explore.recolnat.org/ )

Joint project for the French naturalistic collections that is 
spread across a multitude of institutions of various sizes and 
status. It provides a virtual desk for consulting and working on 
all kinds of specimen images with a set of tools (annotation, 
measures …)

What is a neural network (NN) ?

An artificial neural network is a supervised learning system 
inspired from brain structure. A NN architecture includes the 
number of layers, the number of nodes for each layer, the 
activation function, and a threshold to classify the output signal. 
A back propagation modifies the weight of nodes to minimize 
the error. Parameters of the NN are optimized during the 
training process. The validation step determines the 
threshold and the number of cycles or epochs.

 

What is a Convolutional neural network (CNN) ?

A CNN is a kind of Neural network that is more efficient in dealing 
with data with local dependencies (such as images). The pixel 
image is filtered by a matrix (e.g 3*3) in order to convert it into a 
new matrix by sliding the filter over the image (convolutional layer).  
Several convolutional layers are used. The CNN learns the values 
of the filter during the training process.

WEakly supervised 
Learning of Deep 
cOnvolutional neural 
Networks (WELDON)
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