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"Ed Tech in Reverse": Information Technologies and the Cognitive Revolution
ABSTRACT:
As we rapidly approach the 50th year of the much-celebrated "cognitive revolution", it is worth reflecting on its widespread impact on individual disciplines and areas of multidisciplinary endeavour.  Of specific concern in this paper is the example of the influence of cognitivism's equation of mind and computer in education.  Within education, this paper focuses on a particular area of concern to which both mind and computer are simultaneously central: educational technology.  It examines the profound and lasting effect of cognitive science on our understandings of the educational potential of information and communication technologies, and further argues that recent and multiple "signs of discontent," "crises" and even "failures" in cognitive science and psychology should result in changes in these understandings.  It concludes by observing how related changes are occurring in other areas of research that had been similarly "revolutionized" by cognitivism. 

With a precision that is perhaps characteristic of the field, the birth of cognitive science has been traced back to a very particular point in space and time: September 11, 1956, at a "Symposium on Information Theory" held in Cambridge at the Massachusetts Institute of Technology.  On that day, George Miller, Noam Chomsky, Alan Newell and Herbert Simon presented papers in the apparently disparate fields of psychology, linguistics and computer science.  As Miller himself later recalls, 

I went away from the Symposium with a strong conviction, more intuitive than rational, that human experimental psychology, theoretical linguistics and computer simulation of rational cognitive processes were all pieces of a larger whole, and that the future would see progressive elaboration and coordination of their shared concerns. (2003, 143)

This remarkable sense of moment did not dissipate; neither did the synergy of disciplinary interests listed by Miller.  Instead, this significance and synergy strengthened and spread to include not only psychology and linguistics, but also philosophy, neuroscience and anthropology (Bechtel, Abrahamsen and Graham, 1998).  And the shared concerns of all of these areas were increasingly understood as being coordinated and elaborated under the aegis of a bold new multi-disciplinary endeavour known as cognitivism.

Given this momentous beginning, it is perhaps not surprising that some 15 to 20 years later, this revolutionary cognitive movement had all but "routed" behaviourism as a psychological paradigm, and had founded societies, journals, and university departments in its name (e.g. Thagard, 2002; Waldrop, 2002, 140, 139).  

It is also not surprising that this "'revolution,'" as Bereiter and Scardamalia (1998, 517) observe, is correspondingly "very much in evidence in education." As is the case in psychology, cognitivism has left its name on journals and programs of education. Prominent examples include "Cognition & Instruction," the "International Journal of Cognitive Technologies," and the "Cognition and Technology Group" at Vanderbilt University.  Indeed, the cognitive revolution can be said to have redefined all of the key concepts in educational research:  Learning itself is understood not as an enduring behavioural change achieved through stimulus and response conditioning (Domjam, 1993); instead, it is seen as changes in the way information is represented and structured in the mind (eg. Ausubel, 1960; Craik & Lockhart, 1972; Miller, 1960; Piaget & Inhelder, 1973).  Teaching changes from the provision of rewards for the successive approximation of target behaviors, and becomes the creation of conditions and supports for the "active cognitive processing" of information and construction of knowledge (Scardamalia & Bereiter, 2003; West et al, 1991, 27; Wolfe, 1998).  Educational research itself thus changes from the observation of persistent changes in behavior to the use of computational modeling of constructs such as memory, sensory and information processing (e.g. Bereiter & Scardamalia, 1992).

As we approach the 50th anniversary of the birth of this powerful interdisciplinary paradigm, it is worth reflecting on the impact of cognitive science on the field of education and particularly educational technology.  This paper will consider the powerful influence of cognitivism on how we understand the value and use of information and communication technologies, specifically for education. It will examine the historical filiations of cognitive science with educational technology, and consider critically how recent and multiple "crises" and "signs of discontent" in cognitive science (Bechtel, Abrahamsen and Graham, 1998; Gergen & Gigerenzer, 1991) are changing the disciplinary grounding available to educational technology.

Artificial Intelligence: foundations. 

To understand the impact of cognitive science in educational technology and in education more generally, it is important to begin with what many have recognized as the foundational or "central discipline" in cognitive science --the one "most likely to crowd out, or render superfluous, other older fields of study."  This is Artificial Intelligence or simply, AI (Boden, 1996, 46; Gardner, 1985, 40).

As a foundational element in cognitive science, and as an ambitious and controversial movement in its own right, it is significant that AI itself has very deep roots in the intellectual tradition of the West.  This is confirmed by proponents and critics of AI alike.  One critic of traditional AI, Terry Winograd, emphasizes its origins in what he refers to as the West's "rationalistic tradition" (Winograd, 1991).  A second AI critic, Hubert Dreyfus, characterizes the central concern preoccupying this tradition as follows:

Since the Greeks invented logic and geometry, the idea that all reasoning might be reduced to some kind of logic of calculation --so that all arguments could be settled once and for all-- has fascinated most of the Western tradition's rigorous thinkers. (Dreyfus, 1992, 67)  

Among the earliest thinkers included in AI genealogies are Gottfried Wilhelm von Leibniz, George Boole and Charles Babbage (e.g. see Buchanan, 2004; Haugeland, 1985).  The first of these dreamt of identifying the "mathematical laws" or logical rules of "human reasoning" (Leibniz, cited in Davis, 2000, 17) that could be followed in a kind of "blind thinking" (Leibniz, cited in Schroeder, 1997).  The last of these gave this dream a promising material instantiation in the form of the first large-scale mechanical computer.

The earliest mechanized anticipations of the computer were control systems for organs and music boxes, a bit like a player piano rolls, and for weaving patterns. These systems acted mechanically to produce an output that had meaning for human hearers or viewers. Eventually similar techniques were applied to mathematical computation. Babbage attempted to use mechanical parts to achieve what we now achieve with electronic components. His initial goal was to calculate accurate astronomical tables for the use of the British Navy and he received support in his project from the 19th century British equivalent of the Pentagon. When computers finally became everyday facts of life for millions of people, they continued to operate in much the same manner but fast enough to appear far more sophisticated than their mechanical ancestors.  The screen displays the results of switches turning on and off, carrying no meaning in and of themselves.  Only when the results of this switching and calculation are interpreted in terms of text, images and movement do they require meaning.  Meaning appears as an epiphenomenon of the meaningless.  

The inherent limitation of this type of machine is the extraordinary simplicity of the deeply buried logic of its binary (either "on" or "off") operations. This very simple logic corresponds in every detail with simple causal mechanisms that are easy to instantiate in machinery. 

The basic idea of the reducibility of thought to these ultimately very simple, formalized logical, mathematical or mechanical rules and processes lies at the heart of artificial intelligence.  It is already explicit in the first definition for this field:  Artificial intelligence is proposed as "a study" proceeding from "the conjecture that every aspect of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it" (McCarthy, et al 1955).
This early conjecture has later taken the form of a scientific, experimental hypothesis that has firmly linked artificial intelligence with cognitive science generally (e.g. Gardner, 1985; Sun, 1998).   Simply put, this hypothesis is as follows: if thinking is indeed a form of mechanical calculation, then development of calculating machines (i.e. computers) has the potential to unlock the "mathematical laws of human reasoning" posited in the West's rationalistic tradition.  Carl Bereiter and Marlene Scardamalia (1992) provide an illustration of how this hypothesis works by referring to the spell-checking software familiar to any user of MSWord or WordPerfect:

...if you use a spelling checker often enough, you are likely to wonder and form hypotheses about how it selects the list of words it presents as alternatives.  You are, in effect, speculating about how the program "thinks."  If you formulate your hypotheses clearly enough, you may be able to test them --for instance, by inserting words that you predict will "fool" the spelling checker in a particular way.  You could now claim to be doing cognitive science, with the spelling checker as a subject.  (518-519) 

If thinking is information processing, in other words, then hypotheses about how we think can either be proven or falsified by being successfully "modeled" --or by being proven intractable-- through the development and testing of software systems. 

Among AI researchers, this idea of the computer and mind being equal in one or more fundamental aspects, as mirroring each other's operations and contents, has come to be known as the "strong AI" thesis.  According to this way of thinking, the value of computer programs and models is not that they provide one predictive or falsifiable account of mental phenomena among others.  Instead, they reproduce, make transparent or provide an "existence proof" (Gardner, 1985, 40) for the contents and operations of the mind. Programs and algorithms in this sense can serve both as description and as proof for the kinds of "mathematical laws of reasoning" that Leibniz and his predecessors had only dreamed of bringing to light.  These mental entities can be construed in a variety of ways --as algorithmic and procedural, or as "connectionist" or relational.  But in each case, as John Searle explains, strong AI assigns its computer programs or simulations a very special significance: "programs are not mere tools that enable us to test psychological explanations; rather, the programs are themselves the explanations" (Searle, 1981, 282-283; emphasis added). 

This has far-reaching consequences for psychology in general, and educational psychology and technology in particular.  For just as mind and computer can be unequivocally equated, so to can the study of the mind be identified with the testing and construction of intelligent computer systems.  Psychologist Zenon Pylyshyn (1981) describes such an identification as occurring between AI and his own field of cognitive psychology: "both fields are concerned with the same problems and thus must ultimately be judged by the same criteria of success." "I believe," he concludes, "that the field of AI is coextensive with that of cognitive psychology" (68-69). But then limitations of the computer become limitations of the mind as psychology understands it.

Educational Technology: AI in Reverse

Like cognitive psychologists before them, educational technologists have seen in the identification of mind and machine the possibility of a new identity or foundation for their discipline.  This new vision for educational technology research provides a particular way of understanding the educational efficacy or potential of computer technology.  Specifically, it understands this power in terms of an intimate and mutually-reinforcing correspondence between computation and the computational processes occurring in the mind:  "To be effective, a tool for learning must closely parallel the learning process; and the computer, as an information processor, could hardly be better suited for this" (Kozma, 1987, 22). 

This identification of mind and machine particular to cognitivism is also seen as providing a new link between psychological theory and technical design and practice.  Just as cognitive psychological theories can be modeled and tested against software systems, so too can the success of instructional computer systems serve as means to validate the cognitive and learning theories that have informed their design.  It is in the context of this understanding that prominent cognitive psychologists such as Roger Shank and Seymour Papert have been readily regarded as experts also in the field of educational technology --with their bold claims of radical educational change and transformation (e.g. Shank & Cleary, 1995; Papert, 1996).  It is in this context as well that Roy Pea (1985; quoting an unpublished paper by Greeno) predicts: "'important advances in instructional technology and in basic cognitive science will occur as an integrated activity'":

To inform education effectively, theory and practice will need to be unified through the invention of research informed electronic learning systems that work in education settings. ...I would argue that these technologies can serve as the educational infrastructure linking psychological research to educational practice... (179)

The design of instructional systems is seen by Pea as essentially the same as the development of cognitive models in AI computer systems.  Except that in the case of educational technology, there is one additional factor:  The mental phenomena under study are by definition undergoing change and development, i.e. learning.  As a result, computer systems are seen as having the power to shape and remodel the mental or cognitive phenomena to which they would otherwise correspond.  This idea is captured with remarkable clarity in the recurring use of the phrase "AI in reverse" in the literature of educational technology.  In his popular book Computers as Mindtools for Schools David Jonassen (1996) defines this phrase in conjunction with the key concept "mindtool."

Mindtools represent AI in reverse: rather than having the computer simulate human intelligence, get humans to simulate the computer's unique intelligence and come to use it as part of their cognitive apparatus. (7)
Human intelligence, in other words, is developed through the example of artificial intelligence, with the goal of making human cognitive operations as efficient and effective as those engineered and tested for computers.  This same phrase was originally introduced in an influential and widely-referenced 1988 paper by Gavriel Salomon (e.g. Kozma, 1994; Winn, 1996; Bonk & Cunningham, 1998; Jonassen, 2003) entitled "AI in Reverse: Computer Tools that Turn Cognitive."  In it, Salomon explains his coinage as follows:

The purpose of applying AI to the design of instruction and training is basically to communicate with learners in ways that come as close as possible to the ways in which they do or ought to represent the new information to themselves.  One expects to save the learners, so to speak, unnecessary cognitive transformations and operations.  (123-124)
Such an understanding of "AI in reverse" incorporates not only the "strong AI" equation of mind and computer, but also relies on Vygotskian or constructivist notions of the influence of linguistic and other "cognitive tools" on mental development.  These ideas, which first appear in the educational technology literature in the latter half of the 1980's, are based on the idea that linguistic signs or symbols act as "instrument[s] of psychological activity in a manner analogous to the role of [tools] in labour" (Vygotsky, 1978, 52).  Like tools of physical labour, "cognitive" tools can help form and shape the character of the labourer or tool user.  The "primary role for computers" in educational technology then becomes one not simply of mirroring or augmenting cognitive operations, but is understood in terms of fundamentally "reorganizing our mental functioning" (Pea, 1985, 168).  The fact that computers represent "universal machines for storing and manipulating" (Pea, 168) such signs and tools of thought is now seen as one of the primary sources of their educational potential.  

Similar and related elaborations of or variations on the underlying correspondence of mind and machine have been articulated under the aegis of "distributed" and "situated" cognition.   These understandings expand the scope of "cognitive systems" of mind and computer to include a variety of artifacts, conditions, and also other minds in the environment.  One of the first to articulate these understandings, anthropologist Edward Hutchins describes how cognition can be conceptualized as distributed and situated:  "Cognitive processes are seen to extend across the traditional boundaries as various kinds of coordination are established and maintained between 'internal' and 'external' [cognitive] resources (Hollan, Hutchins and Kirsch, 2000, 174).  In educational technology, it then becomes a question of "considering the software and the learner[s] as a single cognitive system, variably distributed over a human and a machine" (Dillenbourg, 1996, 165).  Many of the educational technology scholars cited above as enthusiastically supportive of cognitive and computational approaches in the 1980's --including Greeno, Salomon and Pea-- have subsequently made significant contributions to understanding how cognitive tools can be understood as operating in distributed and situated terms or contexts (e.g Greeno, 1998; Salomon, 1998; Pea, 1994).
It is in eclectic combination with "distributed," "constructivist" or other, related approaches that the same "strong AI" thesis appears and reappears in educational technology literature to this day.  One recent example that combines this thesis with notions of "knowledge technology" and "management" is provided in an article by Scardamalia (2003).  In it, she describes how the design of a software product known as "Knowledge Forum"

rests on the deep underlying similarity of the socio-cultural and cognitive processes of knowledge acquisition and knowledge creation.  In Knowledge Forum these normally hidden knowledge processes are made transparent to users. Support for the underlying concept that these processes are common to creative knowledge work across ages, cultures, and disciplines comes from the fact that Knowledge Forum is used across the whole spectrum [of educational levels], and for a broad range of ...organizations involved in creative knowledge work. (23-24)
Cognitive operations are linked (as they are in constructivist accounts) to socio-cultural processes of knowledge acquisition and creation.  Both sets of processes are understood as being mirrored or made visible or "transparent" --and even cleansed of historical or cultural specificity-- in specific applications of information and communication technology.  
A similar case for the instantiation of a different kind of mental phenomenon --in this case interactive and dynamic "cognitive visualizations"-- through the representational "affordances" of the computer is made in a 2004 article by Michael Jacobsen:

The design of cognitive visualizations (CVs) takes advantage of the representational affordances of interactive multimedia, animation, and computer modeling technologies.  ...CVs are dynamic qualitative representations of the mental models held by experts and novice learners. (41)
Cognitive visualizations are, of course, just one of the many kinds of cognitive technologies or tools that are discussed, researched and promoted in the recent literature of educational technology (see, for example, Jonassen, Peck & Wilson, 1999 and Lajoie, 2000 for further book-length investigations of these tools).  Educational technologies appear to be conceptualized most clearly and forcefully in these terms in the literature of the late 1980's.  Later, and continuing to this day, this conceptualization is reaffirmed and rearticulated in conjunction with constructivist, distributed and situated variations on cognition.  Whether computer and information technologies are described as building knowledge, representing mental models, processing information, or amplifying or restructuring cognition, the underlying justification is the same:  This technology gains its unique educational potential from its underlying similarity to cognitive processes and representations --to the similarly computational cognitive apparatus of human learners.

Strong AI Enfeebled

As the ramifications of the equation of mind and machine have been explored and elaborated in educational technology scholarship over the last 20 years, the field that provided the original justification and impetus for this activity has itself undergone radical and far-reaching change.  While the strong AI hypothesis has been accepted, adapted, and even metaphorically "reversed" in the field of educational technology, this same hypothesis has been criticized and ultimately rejected in the field of AI. 

Take for example the largest and most expensive of the strong AI projects.  Tens of millions of dollars and over twenty years in the making, this project is known simply as "Cyc" (short for encyclopedia).  Cyc is a knowledge base not exactly of encyclopedic or specialized knowledge, but of encyclopedic proportions.  Cyc contains of millions encoded logical propositions, constitutive of "common sense" or human "consensus knowledge" (Freedman, 1990, 66). As such, CycCorp president Douglas Lenat explains, Cyc is "very closely related to the way humans think" (Goldsmith, 1994).
Early in the project, Lenat claimed that Cyc would do things like "make scientific discoveries" and "counsel unhappy couples" (Freedman, 1990, 65) and that it would become "operational" in this sense --"learning on its own" and otherwise being "smart"-- by 1994 (Gams, 1997, 33; Godsmith, 1997).  In 1994, in an interview that labeled his project somewhat derisively as "CYC-O" (Goldsmith), Lenat moved this date back to 1997.  By the end of the 1990's (if not earlier), it was becoming clear that such scenarios would remain in the realm of science fiction, and that Cyc would likely remain forever "as dull as any other program" (Gams, 1997, 33).
This last derisive characterization of the fate of the Cyc AI project is only one of a number of convergent findings about strong AI research readily available in the literature.  It and other, similar conclusions are voiced in a wide-ranging collection of papers from contributors in computer and cognitive science departments around the world.  The title of this collection asks whether two prominent AI critics mentioned earlier were actually correct:  Mind versus Computer: Were Dreyfus and Winograd Right? (Paprzycki & Wu, 1997).  Of course, this titular question is answered in the affirmative:  "Strong AI" is described as "an adolescent disorder" of an emerging field (Michie, 1), as being in a state of "stagnation" (Watt, 47), or simply as an outright "failure" (Amoroso 147):  "Computational procedures are not constitutive of mind, and thus cannot play the foundational role they are often ascribed in AI and cognitive science." (Schwiezer, 195).  
Developments in AI have underscored the conclusion that thinking is fundamentally different in nature from the encodings and processings of a computer. Take the fact of recognition, a familiar cognitive act which occurs each time we understand a new concept, detect a pattern, or figure out a complex behavior. Recognition appears intuitively to have a holistic character very different from the successive calculation of a string of deductions. It appears to generate new premises rather than following from old ones.  Meaning is an inextricable part of this activity; it does not appear, as AI would have it, post facto --as an accidental result occurring through a mechanical reasoning process. We believe that in recognition the level of our thinking has changed, whatever that may be. Are we right? That is of course uncertain, but what is clear is that we cannot get any machine we can build to "recognize" and in this sense "learn" as we do.

When Big Blue defeated Kasparoff, it did not recognize the situation on the board faster and better than its human opponent. Rather it performed a different sort of operation that corresponds mechanically to one process in which Kasparoff also engaged, representing and evaluating possible future moves and countermoves, but left out many other aspects of his relation to the board such as, precisely, his ability to recognize the meaning or pattern of the situation. The assumption that Kasparoff was simply an unconscious computer, and one of lesser power, is no more plausible than the attribution of consciousness to Big Blue. 

The alternative to the strong AI hypothesis is widely seen as being some form of "cautious" or "weak AI."  The computer in this context is no longer seen as mirroring or paralleling the processes and contents of the mind. Instead, it provides a tool in the study of the mind that is ultimately heuristic in character.  "For example," as Searle says, the computer "enables us to formulate and test [psychological] hypotheses in a more rigorous and precise fashion" (1981, 282).  The computer provides only one predictive or falsifiable account among others of how minds or human subjects might behave or respond under particular circumstances.  However, the computer does not make transparent or provide an existence proof for the contents or thought processes of the human mind.  AI in this context has as its goal the development of software that can simply produce the external appearance of intelligence.  A commonplace illustration of this kind of AI work can be found in speech recognition software used in voice mail systems.  Its value ultimately derives from its practical application, rather than any claimed correspondence with underlying human thought, decision or communication processes.

Learning from Failure
All of this implies a very different set of possible configurations and valuations of the relationship of mind and machine for education and educational technology.  Understood in terms of their educational potential, computer technologies appear disenchanted.  They are no longer instruments directly involved with mental amplification or reorganization, no longer "cognitive" or "knowledge" technologies, or "mindtools" that "closely parallel the learning process."  The notion of educational technology as "AI in reverse" is also robbed of its efficacy as a practice or guiding principle.  Software ceases to present any kind of paradigm or exemplar for optimal human cognition --if such an absolutization of technological efficiency were ever really desirable or palatable.  Computer technologies must also abdicate their role as constituting an "educational infrastructure" that would closely link learning theory with technology design practice.  As will be illustrated below, contrary to Pea's prediction, important advances in instructional technology and in basic cognitive science simply have not been occurring in any coordinated or integrated way. 

But what then is to be the source of the educational power or potential of computer and information technology?  How can these technologies be reconceptualized to have theoretically-supported value in education?

One possible answer can be found in developments in educational technologies occurring over the last ten or more years.  Instead of being linked "as an integrated activity" to progress in the cognitive revolution, what is new, exciting and promising in educational technology has perhaps been linked above all with one overarching technical, social and cultural phenomenon:  the rise of the Internet and World Wide Web, and the proliferation of communicative cultural and other practices that have emerged with it.  

Indeed, any number of the myriad developments associated with this more recent and figurative revolution suggests ways of understanding the educational potential of networked information and especially communication technologies.  For example, the recently growing popularity of chat and discussion tools, e-portolios, blogs and wikis in educational contexts shows that these applications of information technologies have palpable and practical educational value.  However, unlike "cognitive visualization" or "knowledge construction" technologies, the value of these technologies cannot be understood as resulting from their support of cognitive or knowledge-building processes that might be similar across "ages, cultures and disciplines."  Instead, this value is to be found precisely in historically and culturally contingent communicative, discursive and other practices and conventions that these technologies enable, encourage or allow to develop.  These emerging possibilities and practices can be understood in a wide variety of ways: in terms of histories of technology use, in terms of cultural and interpretive systems, communicative genres, social practices and norms, ontological dispositions, and other frames of reference. However, such frameworks are not grounded first and foremost on the metaphors and understandings of the operations of computer systems and networks --data "flows" or "processing" for example.  Instead they are affiliated above all with areas of research associated with human rather than computational sciences.  Examples of these human sciences include post-structuralism, hermeneutics, semiotics, phenomenology, ethnography and discourse analysis -- approaches that have risen to prominence in many areas of interdisciplinary activity during the precipitous rise and subsequent decline of the cognitive paradigm.   

Indeed, understood in this way, it is educational technology itself --rather than AI-- that appears to have been operating in metaphorical reverse:  If the arrival of cognitivism is itself construed as a revolution, then a different, communicative, cultural and technological Internet "revolution" has more recently been taking place in education.  In addition, a host of related theoretical approaches have simultaneously been introduced in a variety of educational sub-fields like curriculum studies and adult education (e.g. Doll & Gough, 2003; Fenwick, 2003).  All the while, much activity in education technology has been based on a cognitive hypothesis disavowed by the very AI community that has been entrusted with its validation. 
The decline of the broader cognitive endeavour has been registered --either implicitly or explicitly-- in different ways in a range of fields and disciplines.  In most cases, recognition of this down-turn is prompted by factors less obvious than the failure of an hypothesis as central as "strong AI" has been to educational technology.  For example, the psychologist George Miller, whose enthusiastic assessment of the "birth" of cognitive science was used to open this paper, admitted by 1990 that this same scientific movement now appeared a "victim."  (In Miller's own generous assessment, it appeared victimized by nothing less than "its own success" [Miller, as cited in Bruner, 1991])  

It is also around 1990 that a program of psychology that has subsequently labeled itself "post-cognitivist" (Potter, 2000) began to emerge, defining itself in terms of its opposition to the mechanistic, deterministic and individualistic emphases of cognitivism (see Still & Costal, 1991; Gergen & Gigerenzer, 1991). Areas of design, too, such as human interface and even instructional design have shown a clear loosening from their cognitivist moorings.  A number of book-length studies have recently appeared in the area of interface and systems engineering, systematically applying ethnomethodological, phenomenological and other techniques to this traditionally positivistic area of endeavour (e.g. Dahlbom & Mattiasen , Dourish, 2001; Svanæs, 1999; Gay & Hembrooke, 2004).  Similarly, recent investigations into the everyday application of cognitively-based instructional design methods and understandings have highlighted the irreducible importance of "'moment-by-moment contingencies'" not readily accommodated by the algorithmic prescriptions of these same methods (Suchman, 1986 as cited in Streibel, 1995, 131; see also Schwier, Kenny, & Campbell 2004).  This has led some to the conclusion that such "cognitive-science-based instructional systems [ultimately] serve the 'human interests'" of the cognitive science community rather than those of "the learner."  As such, these systems need to be radically re-considered (Streibel, 1995, 159).  

Of course, this radical reconsideration extends far beyond specific disciplinary activity and particular research programs.  The political and practical implications of the crisis of cognitivism are themselves radical and far reaching.  For the cognitivist vision of the symbiotic inter-operation of mind and machine has been used to advocate more than just the use of cognitive or knowledge building tools in classrooms and schools.  This vision has also been closely associated with imaginings of the inevitable decline or even the cataclysmic destruction of entire educational institutions and systems.  Seymour Papert, an aforementioned student of the cognitive psychologist Jean Piaget, predicted in 1984 that the powerful, formal models provided by the computer was sufficient to "blow up the school" --to end its social utility as an institution and set of practices (as cited in Cuban, 1986, p. 72).  In keeping with this, he has made claims that (for example) "game designers have a better take on the nature of learning than curriculum designers" (1998, p. 88) and has advocated (and in some cases achieved) the acquisition of expensive computer equipment for students in lower grades.  Papert has been repeating variations on his bold prediction of the "end" of the school ever since the 1980's (e.g. Papert, 1996; Papert, 2004).  He has been joined in this rather apocalyptic soothsaying by other self-styled prophets of educational doom and re-birth.  These have included those advocating the use of artificially intelligent tutors and instructional agents to achieve "scalability" in education (e.g. Taylor, 2002; Laws et al, 2003).  These have also included many of the most prominent advocates of the recent "learning objects" and "e-learning standardization" movements in educational technology (e.g. Hodgins, in press; Rehak, 2004), who have similarly happily described how their "technology will destroy schools"(Wiley, 2004). 

 This inevitable and welcome destruction of conventional educational practices and institutions through the powerful symbiosis (of one form or another) of human and machine is both politically powerful and perhaps at least superficially enticing.  It is substantially, if not explicitly, aligned with an understanding of computers as devices of control and management --of capital, human and other resources.  (See, for example, Weizenbaum, 1976, Feenberg, 2002, Gere, 2003.)  Especially among some of those advocating scalability, standardization and learning objects, this computational control and management is envisioned on a grand scale:  It extends from models and monitoring of the smallest behaviours, needs and desires of the learner to grand visions for a universally accessible infrastructure and resources to respond to these ("A world where every person and every file can be connected directly, one to one; indirectly through webs of such connections..."[Hodgins, forthcoming]).  This is envisioned as being accomplished not only through the use of sophisticated technologies, but also through the instrumentalization of recent and "tremendous gains in understanding how people learn," made by "cognitive scientists"(Hodgins, forthcoming). 
But the failure of the cognitivist project undercuts these bold visions perhaps even more radically than it does the other, more modest attempts at establishing the educational value of information technologies as cognitive or knowledge building tools.  Given this fact, it seems that we should look beyond any powerful or revolutionary correspondence between mind and machine for understanding how the educational value of information and communication technologies might be realized.  Coupled with the realization that change is more complex, and that institutions and practices more robust and flexible than Papert and others might allow, this seems the only way that the educational value of information technologies --otherwise so readily valourized in our society-- can be given renewed and theoretically-grounded understanding.
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