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Aim: To introduce matrix notation and rules of matrix addition and multiplication.
We just introducted models with more than one variable. For instance, the well-studied Lotka-Volterra models describe the situation in which there are competing species, whose growth rates depend on exactly how many individuals of each species are present.

Let's start by re-examining the model we just looked at tracking the number of birds on each of two islands. Rather than $N_{1}[t]$ and $N_{2}[t]$, here we'll use $x_{t}$ and $y_{t}$.
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Under these definitions, the number of birds on each island in the next generation will equal:
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\begin{aligned}
& x_{t+1}=(1-\alpha) x_{t}+\beta y_{t} \\
& y_{t+1}=\alpha x_{t}+(1-\beta) y_{t}
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\begin{aligned}
& x_{t+1}=(1-\alpha) x_{t}+\beta y_{t} \\
& y_{t+1}=\alpha x_{t}+(1-\beta) y_{t}
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These equations are linear functions of the variables (i.e., they contain only constant multiples of $x$ and $y$ and nothing more complicated such as $x^{2}$ or $e^{x}$ ).
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First we have to review some basics of linear algebra.

A column vector has elements arranged one on top of another, e.g.,
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A row vector has elements arranged left to right, e.g.,

$$
[5,2],[1,5,9,7],[x, y],[x, y, z],\left[x_{1}, x_{2}, \cdots, x_{n}\right]
$$

The number of elements in the vector indicates its dimension. For instance, the $[x, y]$ coordinates drawn on a plane are in 2-dimensions:
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An $m \times n$ matrix has $m$ rows and $n$ columns, e.g.,
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\left[\begin{array}{cccc}
x_{11} & x_{12} & \cdots & x_{1 n} \\
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We will write matrices in boldface (e.g., A) and vectors with an arrow on top (e.g., $\vec{x}$ ).
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Qualification: The vectors (or matrices) added together must have the same dimension.
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b
\end{array}\right]=\left[\begin{array}{l}
\alpha a \\
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\end{array}\right] \\
\alpha *\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]=\left[\begin{array}{ll}
\alpha a & \alpha b \\
\alpha c & \alpha d
\end{array}\right]
\end{gathered}
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On the other hand, matrix multiplication does satisfy the following laws:
$(A B) C=A(B C)$ (associative law)
$A(B+C)=A B+A C$ (distributive law)
$(A+B) C=A C+B C$ (distributive law)
$\alpha(\mathrm{AB})=(\alpha \mathrm{A}) \mathrm{B}=\mathrm{A}(\alpha \mathrm{B})$ (scalar multiplication)

The transpose of a matrix is obtained by making the rows into the columns of a new matrix:

The transpose of a matrix is obtained by making the rows into the columns of a new matrix:
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\left[\begin{array}{lll}
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g & h & i
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The determinant of a $2 \times 2$ matrix is:

$$
\operatorname{Det}\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]=\left|\begin{array}{ll}
a & b \\
c & d
\end{array}\right|=a d-b c
$$

The transpose of a matrix is obtained by making the rows into the columns of a new matrix:

$$
\left[\begin{array}{lll}
a & b & c \\
d & e & f \\
g & h & i
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a & d & g \\
b & e & h \\
c & f & i
\end{array}\right]
$$

The determinant of a $2 \times 2$ matrix is:

$$
\operatorname{Det}\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]=\left|\begin{array}{ll}
a & b \\
c & d
\end{array}\right|=a d-b c
$$

The determinant of a $3 \times 3$ matrix is:

$$
\left|\begin{array}{lll}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{array}\right|=x_{11}\left|\begin{array}{ll}
x_{22} & x_{23} \\
x_{32} & x_{33}
\end{array}\right|-x_{12}\left|\begin{array}{ll}
x_{21} & x_{23} \\
x_{31} & x_{33}
\end{array}\right|+x_{13}\left|\begin{array}{ll}
x_{21} & x_{22} \\
x_{31} & x_{32}
\end{array}\right|
$$
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\end{array}\right|=x_{11}\left|\begin{array}{ll}
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x_{32} & x_{33}
\end{array}\right|-x_{12}\left|\begin{array}{ll}
x_{21} & x_{23} \\
x_{31} & x_{33}
\end{array}\right|+x_{13}\left|\begin{array}{ll}
x_{21} & x_{22} \\
x_{31} & x_{32}
\end{array}\right|
$$

$$
\left|\begin{array}{lll}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{array}\right|=x_{11}\left|\begin{array}{ll}
x_{22} & x_{23} \\
x_{32} & x_{33}
\end{array}\right|-x_{12}\left|\begin{array}{ll}
x_{21} & x_{23} \\
x_{31} & x_{33}
\end{array}\right|+x_{13}\left|\begin{array}{ll}
x_{21} & x_{22} \\
x_{31} & x_{32}
\end{array}\right|
$$

The determinant of an $n \times n$ matrix is obtained by taking the first row and multiplying the first element of the first row by the determinant of the matrix created by deleting the first row and first column minus the second element of the first row times the determinant of the matrix created by deleting the first row and second column plus the third element... and so on.

$$
\left|\begin{array}{lll}
x_{11} & x_{12} & x_{13} \\
x_{21} & x_{22} & x_{23} \\
x_{31} & x_{32} & x_{33}
\end{array}\right|=x_{11}\left|\begin{array}{ll}
x_{22} & x_{23} \\
x_{32} & x_{33}
\end{array}\right|-x_{12}\left|\begin{array}{ll}
x_{21} & x_{23} \\
x_{31} & x_{33}
\end{array}\right|+x_{13}\left|\begin{array}{ll}
x_{21} & x_{22} \\
x_{31} & x_{32}
\end{array}\right|
$$

The determinant of an $n \times n$ matrix is obtained by taking the first row and multiplying the first element of the first row by the determinant of the matrix created by deleting the first row and first column minus the second element of the first row times the determinant of the matrix created by deleting the first row and second column plus the third element... and so on.

$$
|\mathrm{M}|=\sum_{j=1}^{n}(-1)^{j+1} x_{1 j}\left|\mathrm{M}_{1 j}\right|
$$

( $M_{1 j}$ is the matrix $M$ with the first row deleted and the $j^{\text {th }}$ column deleted.)

A square $m \times m$ matrix $A$ is invertible if it may be multiplied by another matrix to get the identity matrix. We call this second matrix the inverse of the first:

$$
\mathrm{AA}^{-1}=\mathrm{I}=\mathrm{A}^{-1} \mathrm{~A}
$$

A square $m \times m$ matrix $A$ is invertible if it may be multiplied by another matrix to get the identity matrix. We call this second matrix the inverse of the first:

$$
\mathrm{AA}^{-1}=\mathrm{I}=\mathrm{A}^{-1} \mathrm{~A}
$$

There are rules to find the inverse of a matrix (when it is invertible), but for a $2 \times 2$ matrix, you can just use the following:

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]^{-1}=\frac{1}{d e t}\left[\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right]=\frac{1}{a d-b c}\left[\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right]=\left[\begin{array}{cc}
\frac{d}{a d-b c} & \frac{-b}{a d-b c} \\
\frac{a d-b c}{a d-b c} & \frac{a}{a d-b c}
\end{array}\right]
$$

A number $\lambda$ is an eigenvalue of matrix $M$ if there exists a non-zero vector, $\vec{v}$, that satisfies the equation:

$$
M \vec{v}=\lambda \vec{v}
$$

A number $\lambda$ is an eigenvalue of matrix $M$ if there exists a non-zero vector, $\vec{v}$, that satisfies the equation:

$$
M \vec{v}=\lambda \vec{v}
$$

Every vector satisfying this relation is an eigenvector of $M$ belonging to the eigenvalue, $\lambda$.

A number $\lambda$ is an eigenvalue of matrix $M$ if there exists a non-zero vector, $\vec{v}$, that satisfies the equation:

$$
M \vec{v}=\lambda \vec{v}
$$

Every vector satisfying this relation is an eigenvector of $M$ belonging to the eigenvalue, $\lambda$.

The eigenvalues are also the roots of the equation $\operatorname{Det}(M-\lambda I)=0$, which is how they are usually found.

A number $\lambda$ is an eigenvalue of matrix $M$ if there exists a non-zero vector, $\vec{v}$, that satisfies the equation:

$$
M \vec{v}=\lambda \vec{v}
$$

Every vector satisfying this relation is an eigenvector of $M$ belonging to the eigenvalue, $\lambda$.

The eigenvalues are also the roots of the equation $\operatorname{Det}(M-\lambda I)=0$, which is how they are usually found.

To find the eigenvalues of a matrix, we can rearrange the above equation, using the distributive law for matrix multiplication:

$$
M \vec{v}-\lambda \vec{v}=(M-\lambda I) \vec{v}=\overrightarrow{0}
$$

where I is the identity matrix, and $\overrightarrow{0}$ is a vector of zeros.

A matrix such as ( $M-\lambda I$ ), which equals zero when multiplied by some non-zero vector $\vec{v}$, is called singular.

A matrix such as ( $M-\lambda I$ ), which equals zero when multiplied by some non-zero vector $\vec{v}$, is called singular.

Singular matrices have the property that their determinant equals zero.

A matrix such as ( $M-\lambda I$ ), which equals zero when multiplied by some non-zero vector $\vec{v}$, is called singular.

Singular matrices have the property that their determinant equals zero.
This means that the determinant of $(M-\lambda I)$ equals zero, which is written as $|M-\lambda I|=0$.

A matrix such as ( $M-\lambda I$ ), which equals zero when multiplied by some non-zero vector $\vec{v}$, is called singular.

Singular matrices have the property that their determinant equals zero.
This means that the determinant of $(M-\lambda I)$ equals zero, which is written as $|M-\lambda I|=0$.

This determinant is an $n^{\text {th }}$ degree polynomial in $\lambda$, the roots of which are the eigenvalues of the matrix $\mathrm{M}: \lambda_{1}, \lambda_{2}, \ldots \lambda_{n}$.

A matrix such as ( $M-\lambda I$ ), which equals zero when multiplied by some non-zero vector $\vec{v}$, is called singular.

Singular matrices have the property that their determinant equals zero.
This means that the determinant of $(M-\lambda I)$ equals zero, which is written as $|M-\lambda I|=0$.

This determinant is an $n^{\text {th }}$ degree polynomial in $\lambda$, the roots of which are the eigenvalues of the matrix $\mathrm{M}: \lambda_{1}, \lambda_{2}, \ldots \lambda_{n}$.

For example, in the $n=2$ case,

$$
(M-\lambda I)=\left(\begin{array}{cc}
m_{11}-\lambda & m_{12} \\
m_{21} & m_{22}-\lambda
\end{array}\right)
$$

so that
$|\mathrm{M}-\lambda| \mid=\left(m_{11}-\lambda\right)\left(m_{22}-\lambda\right)-m_{21} m_{12}=\lambda^{2}-\left(m_{11}+m_{22}\right) \lambda+\left(m_{11} m_{22}-m_{21} m_{12}\right)=0$

$$
|\mathrm{M}-\lambda \mathrm{I}|=\lambda^{2}-\left(m_{11}+m_{22}\right) \lambda+\left(m_{11} m_{22}-m_{21} m_{12}\right)=0
$$

$$
|\mathrm{M}-\lambda \mathrm{I}|=\lambda^{2}-\left(m_{11}+m_{22}\right) \lambda+\left(m_{11} m_{22}-m_{21} m_{12}\right)=0
$$

The two roots can be found using the quadratic formula:

$$
\lambda_{1}=\frac{-b+\sqrt{b^{2}-4 a c}}{2 a}
$$

and

$$
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To find an eigenvector for eigenvalue $\lambda_{2}$, simply repeat with $\lambda_{2}$.

## Worked Example:

Let's find the eigenvalue(s) for the matrix:
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M=\left[\begin{array}{cc}
1 & 1 \\
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## Worked Example:

Let's find the eigenvalue(s) for the matrix:

$$
\begin{align*}
& M=\left[\begin{array}{cc}
1 & 1 \\
-5 & 0
\end{array}\right] \\
& \operatorname{Det}(M-\lambda I)=0 \\
& \operatorname{Det}\left(\left[\begin{array}{cc}
1-\lambda & 1 \\
-5 & 0-\lambda
\end{array}\right]\right)=0 \\
&(1-\lambda)(0-\lambda)-(1)(-5)=0  \tag{1}\\
& \lambda^{2}-\lambda+5=0 \\
&(\lambda+3)(\lambda-2)=0
\end{align*}
$$

and so the eigenvalues are $\lambda_{1}=-3, \lambda_{2}=2$.
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1 & 1 \\
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Let's next find the corresponding eigenvectors:
$\lambda_{2}=-3$ : An eigenvector must satisfy the equation:
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This gives us two equations:
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v_{1}+v_{2}=-3 v_{1}
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and

$$
-5 v_{1}=-3 v_{2}
$$

The first tells us that

$$
v_{2}=-4 v_{1}
$$

If we let $v_{1}=1, v_{2}$ must then equal -4 and, thus, $[1,-4]$ is an eigenvector corresponding to $\lambda=-3$.
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v_{1}+v_{2}=-3 v_{1}
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and

$$
-5 v_{1}=-3 v_{2}
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The first tells us that

$$
v_{2}=-4 v_{1}
$$

If we let $v_{1}=1, v_{2}$ must then equal -4 and, thus, $[1,-4]$ is an eigenvector corresponding to $\lambda=-3$.

Find an eigenvector for $\lambda=2$.

## Worked Example:

$$
M=\left[\begin{array}{cc}
1 & 1 \\
-5 & 0
\end{array}\right]
$$

Let's next find the corresponding eigenvectors:
$\lambda_{2}=-3$ : An eigenvector must satisfy the equation:

$$
\left[\begin{array}{cc}
1 & 1 \\
-5 & 0
\end{array}\right]\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]=-3\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]
$$

This gives us two equations:

$$
v_{1}+v_{2}=-3 v_{1}
$$

and

$$
-5 v_{1}=-3 v_{2}
$$

The first tells us that

$$
v_{2}=-4 v_{1}
$$

If we let $v_{1}=1, v_{2}$ must then equal -4 and, thus, $[1,-4]$ is an eigenvector corresponding to $\lambda=-3$.

$$
\text { Find an eigenvector for } \lambda=2 \text {. }
$$

and, finally, let's check that we haven't made any mistakes...

Find the eigenvalue(s) and corresponding eigenvectors for the matrix:

$$
M=\left[\begin{array}{cc}
0 & 1 \\
-2 & -3
\end{array}\right]
$$
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In $\mathbb{R}^{2}$, the vectors $v_{1}=[1,0]$ and $v_{2}=[0,1]$ represent a basis (and are called the "standard basis").

Any vector can be written as a linear combination of these two vectors. For example, $[2,-3]=2 * v 1-3 * v 2$.

A basis $B$ of a vector space $V$ is a linearly independent subset of $V$ that spans $V$.
In $\mathbb{R}^{2}$, the vectors $v_{1}=[1,0]$ and $v_{2}=[0,1]$ represent a basis (and are called the "standard basis").

Any vector can be written as a linear combination of these two vectors. For example, $[2,-3]=2 * v 1-3 * v 2$.
Do the vectors $v_{1}=[1,0]$ and $v_{2}=[3,0]$ form a basis for $\mathbb{R}^{2}$. Why or why not?
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Consider the recursion equations for any model that describes the change in state of a population from one generation $\left(x_{i}[t]\right)$ to the next $\left(x_{i}[t+1]\right)$. To make it easier to write, we will use $x_{i}$ to denote the variables in the current generation and $x_{i}^{\prime}$ to denote the variables in the next generation.

Here, we will consider only linear functions of the variables (e.g. $x_{1}^{\prime}=m_{11} x_{1}+m_{12} x_{2}$ but not $\left.x_{1}^{\prime}=m_{11} x_{1} x_{2}\right)$.

If there are $n$ variables, then there will be $n$ equations:

$$
\begin{aligned}
x_{1}^{\prime} & =m_{11} x_{1}+m_{12} x_{2}+\cdots+m_{1 n} x_{n} \\
x_{2}^{\prime} & =m_{21} x_{1}+m_{22} x_{2}+\cdots+m_{2 n} x_{n} \\
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Consider the recursion equations for any model that describes the change in state of a population from one generation $\left(x_{i}[t]\right)$ to the next $\left(x_{i}[t+1]\right)$. To make it easier to write, we will use $x_{i}$ to denote the variables in the current generation and $x_{i}^{\prime}$ to denote the variables in the next generation.
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\begin{aligned}
x_{1}^{\prime} & =m_{11} x_{1}+m_{12} x_{2}+\cdots+m_{1 n} x_{n} \\
x_{2}^{\prime} & =m_{21} x_{1}+m_{22} x_{2}+\cdots+m_{2 n} x_{n} \\
& \vdots \\
x_{n}^{\prime} & =m_{n 1} x_{1}+m_{n 2} x_{2}+\cdots+m_{n n} x_{n}
\end{aligned}
$$

E.g., in a predator-prey model, $n=2$, because we have to track both the number of predators and the number of prey.

Because the equations are linear, we can also write these equations in matrix form:

$$
\begin{aligned}
x_{1}^{\prime} & =m_{11} x_{1}+m_{12} x_{2}+\cdots+m_{1 n} x_{n} \\
x_{2}^{\prime} & =m_{21} x_{1}+m_{22} x_{2}+\cdots+m_{2 n} x_{n} \\
& \vdots \\
x_{n}^{\prime} & =m_{n 1} x_{1}+m_{n 2} x_{2}+\cdots+m_{n n} x_{n}
\end{aligned}
$$

becomes

$$
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\vdots \\
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\end{array}\right)=\left(\begin{array}{cccc}
m_{11} & m_{12} & \cdots & m_{1 n} \\
m_{21} & m_{22} & \cdots & m_{2 n} \\
\vdots & \vdots & & \vdots \\
m_{n 1} & m_{n 2} & \cdots & m_{n n}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right)
$$

Because the equations are linear, we can also write these equations in matrix form:
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\begin{aligned}
x_{1}^{\prime} & =m_{11} x_{1}+m_{12} x_{2}+\cdots+m_{1 n} x_{n} \\
x_{2}^{\prime} & =m_{21} x_{1}+m_{22} x_{2}+\cdots+m_{2 n} x_{n} \\
& \vdots \\
x_{n}^{\prime} & =m_{n 1} x_{1}+m_{n 2} x_{2}+\cdots+m_{n n} x_{n}
\end{aligned}
$$

becomes

$$
\left(\begin{array}{c}
x_{1}^{\prime} \\
x_{2}^{\prime} \\
\vdots \\
x_{n}^{\prime}
\end{array}\right)=\left(\begin{array}{cccc}
m_{11} & m_{12} & \cdots & m_{1 n} \\
m_{21} & m_{22} & \cdots & m_{2 n} \\
\vdots & \vdots & & \vdots \\
m_{n 1} & m_{n 2} & \cdots & m_{n n}
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x_{n}
\end{array}\right)
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Denoting the matrix by M and the vector of $x_{i}$ by $\vec{x}$, we can then write this equation as

$$
\vec{x}^{\prime}=M \vec{x}
$$

$M$ is known as a transition matrix, since it describes how the population vector changes from one generation to the next.
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In most cases, it will be hard to find out what $\mathrm{M}^{\mathrm{t}}$ equals directly but we can use some basic theorems from linear algebra to help.
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To find out where the population will be at some generation $t$ (described by the vector $\vec{x}[t]$ ), we can use the equation $\vec{x}^{\prime}=M \vec{x}$ over and over again:

$$
\vec{x}[t]=M \vec{x}[t-1]=M^{2} \vec{x}[t-2]=\cdots=M^{t} \vec{x}[0]
$$

In most cases, it will be hard to find out what $\mathrm{M}^{\mathrm{t}}$ equals directly but we can use some basic theorems from linear algebra to help.

This will enable us to determine what happens to the vector, $\vec{x}$ over time.
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The great thing about this is that, because D is a diagonal matrix, $\mathrm{D}^{t}$ is easy to calculate.

Specifically:
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Specifically:
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It would not have been so easy to find $\mathrm{M}^{\mathrm{t}}$ !
This enables us to find the general solution to the recursion equations.

$$
\vec{x}[t]=\mathrm{M}^{t} \vec{x}[0]=\mathrm{AD}^{t} \mathrm{~A}^{-1} \vec{x}[0]
$$

Specifically:

$$
\mathrm{D}^{\mathrm{t}}=\left(\begin{array}{cccc}
\lambda_{1}^{t} & 0 & \cdots & 0 \\
0 & \lambda_{2}^{t} & \cdots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \cdots & \lambda_{n}^{t}
\end{array}\right)
$$

It would not have been so easy to find $M^{t}$ !
This enables us to find the general solution to the recursion equations.

$$
\vec{x}[t]=\mathrm{M}^{t} \vec{x}[0]=\mathrm{AD}^{t} \mathrm{~A}^{-1} \vec{x}[0]
$$

This above method is referred to as a "change of basis", because we changed our vantage point from the original $M$ matrix to the $D$ matrix using the $A$ matrix and changed it back using $A^{-1}$.
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Although a transition matrix may be difficult to iterate to determine how a linear system of equations changes over time, we can transform the recursions into a new basis (specified by the eigenvectors) in which the transition matrix is a diagonal matrix.

It is then easy to iterate the diagonal matrix to find out where the population will be any time in the future.

Since a change in basis is simply a change in "vantage point", this transformation doesn't change the behavior or the dynamics.

In fact, we can back-transform to get the general solution in the original basis from the general solution in the new basis.
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This method allows you to say exactly where the system will be at any time in the future.

For example, you can determine what the stable equilibria are by determining where the population will tend as time goes to infinity.

