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Abstract

Most studies of behaviour examine traits whose proximate causes include sensory input
and neural decision-making, but conflict and collaboration in biological systems began
long before brains or sensory systems evolved. Many behaviours result from non-neural
mechanisms such as direct physical contact between recognition proteins or modifica-
tions of development that coincide with altered behaviour. These simple molecular
mechanisms form the basis of important biological functions and can enact organismal
interactions that are as subtle, strategic and interesting as any. The genetic changes that
underlie divergent molecular behaviours are often targets of selection, indicating that
their functional variation has important fitness consequences. These behaviours evolve
by discrete units of quantifiable phenotypic effect (amino acid and regulatory mutations,
often by successive mutations of the same gene), so the role of selection in shaping
evolutionary change can be evaluated on the scale at which heritable phenotypic
variation originates. We describe experimental strategies for finding genes that underlie
biochemical and developmental alterations of behaviour, survey the existing literature
highlighting cases where the simplicity of molecular behaviours has allowed insight to
the evolutionary process and discuss the utility of a genetic knowledge of the sources and
spectrum of phenotypic variation for a deeper understanding of how genetic and
phenotypic architectures evolve.
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Introduction: the goals of evolutionary research

A major goal of evolutionary research is to describe
how processes such as natural selection and genetic
drift act on heritable polymorphisms within populations
and result in phenotypic evolution. To reach this goal,
biologists must understand the sources of phenotypic
variation and their consequences for organismal fitness.
Niko Tinbergen first outlined the four distinct lines of
inquiry that biologists use to approach the problem of
connecting phenotypic variation and fitness, studies of:
the developmental history, phylogenetic history, mecha-
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nistic function and adaptive function of organismal
traits (Fig. 1). Tinbergen proposed this framework of
studying the causes and effects of phenotypic variation
with reference to behaviour, and although each ques-
tion can in principle be asked of any trait, the difficulty
of achieving all of these goals at once is often consider-
able. Very few studies have yet integrated answers to
all four of Tinbergen’s modes of inquiry into a complete
picture of the causes and effects of phenotypic variation
on fitness. Most studies operate on one side or another
of a divide: analysing either the genetic causes of phe-
notypic variation or the effects of phenotypic variation
on fitness. Rarely can both of these perspectives be fully
integrated.

The difficulties in undertaking research on the
genetics of phenotypic evolution do not arise from
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the demands of asking each of Tinbergen’s questions
individually—certainly, some are more readily
answered than others, but the tools to answer each
type of question exist. Genetics and molecular biology
have uncovered a common set of regulatory schema
underpinning morphological development (Carroll
2005; Stern & Orgogozo 2008). Molecular phylogenet-
ics has eased the study of evolutionary origin and
history (Zuckerkandl & Pauling 1965; Felsenstein
1985). Genomic information has enabled genetic map-
ping experiments to pinpoint small chromosomal
regions, sometimes the exact causal mutations, which
underlie phenotypic differences between individuals
or species (Bradshaw & Schemske 2003; Colosimo
et al. 2005; Hoekstra et al. 2006). Contemporary and
historical selection pressures can be estimated against
the neutral expectations of quantitative genetic and
population genetic models (Tajima 1989; McDonald &
Kreitman 1991; Orr 1998; Yang & Bielawski 2000)
and against the predicted equilibria of models of phe-
notype optimization by selection (Maynard Smith
1978).

Unfortunately, systems that are ideal for one type of
inquiry are often poorly suited to another. Only a few
of the organisms with mature genetic tools and life his-
tories amenable to crossing experiments have well-
understood natural ecology, and it has thus proven dif-
ficult in any given study system to combine answers to
Tinbergen’s questions into a complete picture of the
effects of naturally occurring genetic variation on organ-
ismal phenotype and fitness. This is perhaps the most
important and challenging goal of modern evolutionary
biology: knowledge of the relationship between genetic
variation, phenotypic variation, and fitness is essential
if we wish to understand the spectrum of variation
available to the evolutionary process. It is worth asking
then: what are the practical barriers that limit genetic
investigations into phenotypic change in nature? What
types of traits are tractable to the methods required to
overcome these barriers? Such traits could provide us
not only a comprehensive look at genetic and pheno-
typic evolution, but may open new general approaches
to understanding the evolutionary process itself. What
existing questions can we answer and what new ques-
tions will we ask once we know the historical causes of
phenotypic variation and their functional effects on fit-
ness?

Here, we describe a class of phenotypes with features
amenable to all four of Tinbergen’s questions. Molecu-
lar behaviours are traits that sense aspects of the envi-
ronment or mediate recognition between biological
units (primarily: genes, chromosomes, organelles, cells
and organisms) by direct physical interaction or devel-
opmental modifications of form rather than neural pro-
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cessing of sensory inputs (Box 1). These are attractive
evolutionary research systems, because they are jointly
tractable to all of Tinbergen’s questions. Their genetic
constituents can be found by mapping to physical loca-
tions in the genome or by biochemical and genetic
methods of assessing function. Importantly, the geno-
type—phenotype relationship is often simple enough to
analyse meaningfully: measurable portions of pheno-
typic change are accomplished by regulatory mutations
and amino acid changes to individual proteins. Addi-
tionally, the current and historical action of selection
can be inferred using models of phenotype optimization
and by applying neutral models of molecular evolution
to DNA sequence variation.

Behavioural traits are the front line of interaction
between parties with conflicting evolutionary interests
and are thus prime candidates for studies of adapta-
tion. The prevalence of positive Darwinian selection
driving sequence divergence in molecular recognition
proteins suggests that new mutational variants often
have large effects on fitness (Hughes 2002; Swanson &
Vacquier 2002). Selection is also evident in the genomic
architecture of the traits themselves: diversity-generat-
ing gene structures, and patterns of linkage between
functionally related genes are often too complex to
explain by neutral processes. We argue that the genetic
constituents of molecular behaviours have patterns of
regulation and diversification that are consistent with
their involvement in evolutionary conflict. Understand-
ing the genetic causes of phenotypic variation is thus
key to understanding the evolution of these simple sys-
tems. To the extent that adaptive molecular and devel-
opmental  changes contribute to  recognizable
behavioural phenotypes, they represent interesting
research subjects for molecular and organismal biolo-
gists alike.

We begin by summarizing methods of finding the
genetic causes of phenotypic variation (connecting
genotype and phenotype) and of inferring the impor-
tance of selection in shaping the evolution of genetic or
phenotypic variation (connecting genotype and fitness,
or phenotype and fitness). We then review some of the
early empirical and theoretical results of this research
programme: simple molecular mechanisms that are
now known to underlie adaptive variation in many
important organismal phenotypes. We conclude by con-
sidering how different forms of evolutionary conflict
within and between alleles and individuals shape the
evolution of genetic architectures. Our aim is not to
describe the genetics of behaviour in general, rather we
focus on describing research on behavioural phenotypes
whose proximate causes are mechanistically simple
modifications of physical form: molecular and develop-
mental.
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Box 1 Behaviour without brains

Behaviours are inherently interesting to biologists, because they are among the most variable and multifaceted of all
phenotypic traits. Studies of behaviour therefore typically presume a complex genetic basis (Grafen 1984), but in fact
some of the most intricate neural behaviours have analogs at the molecular level. Direct molecular interactions can
produce behaviours with all the sophistication of their most complex counterparts, without the vast physiological
machinery required of sensory and neural mechanisms.

The strategies used by athletes during competition give a useful example of a complex behavioural conflict that
could be negotiated either by skilled competitors or by simple molecular mechanisms. Enthusiasts of oval-track
bicycle racing celebrate the sport as a test of skill, in which strategy wins more races than swiftness. Groups of rid-
ers cut through wind more efficiently than lone individuals, and racers must therefore negotiate membership in a
group or be left behind. One especially tactical contest, the "Miss-and-Out’ race, begins with a group of riders cir-
cling the track, driven by the removal of the last-place rider each lap. Single riders cannot distance themselves from
the pack, and so alliances form and break as groups attempt to lead the charge and evade the chopping block.
Eventually, the race is whittled to only two contestants, former friends and now bitter enemies, who must sprint
the final lap to victory or defeat.
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Proximate (developmental) Ultimate (evolutionary)
2 Ontogeny Phylogeny
}ZS A
< How does the trait How does the trait
£ 5|  result romevents resylt from events
" that occured . that occured
£ during developrment? during evolution?
S i
>
®©
18]
ks
3] ; J
% 5 Mechanism Adaptahon
St | |
= How does the trait Why does the trait
= work as a perform better
= contributor to than evolvable
replication? alternatives?

Fig. 1 Tinbergen’s four modes of biological inquiry.

The sperm of possum and silverfish face a similar dilemma. In these taxa, sperm pairs swim more efficiently
than loners, but only one sperm can successfully fertilize an egg (Moore & Moore 2002). Sperm that do not find a
partner find themselves out of the running. Groups of sperm compete with each other in a race towards the egg,
but individual sperm must decide when to abandon their partners for the final sprint to the fertilization line. Get-
ting to the winner’s circle requires that sperm enact a number of complex behaviours: settling on a suitable partner,
deciding when to defect, and how to best stab the estranged ally in the back. What is most remarkable about these
strategies, lauded for their complexity and subtlety by cycling devotees, is that they are employed by sperm—with-
out the benefit of a brain or complex neuro-sensory system. Many interactions between genes, organelles, cells, tis-
sues and individuals involve negotiation, but not all of these debates are under neural control. Indeed, in much of
biological communication, it is direct molecular interactions that do all of the talking.

Molecular behaviours share more with their neural counterparts than such a simple analogy can relate: not only
are the conflicts and strategies superficially similar, but their evolution can be described by identical models. Opti-
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Box 1 (Continued)

process of adaptation.

mization models are agnostic to the cause of variation in a trait and concern themselves only with the range of her-
itable strategies (Maynard Smith 1978). The mechanism of inheritance is assumed to be unimportant in terms of its
effect on the end point of selection. Behaviours with a simple mechanistic basis are tractable to genetic analysis,
and thus allow us to test the optimality model’s assumption that genetic constraints do not influence the outcome
of evolution by selection. New phenotypic variants of molecular behaviours arise by mutation, in discrete units of
quantifiable phenotypic effect, allowing experimental exploration of the spectrum of phenotypic variation available
to evolution (Weinreich ef al. 2006; Bridgham et al. 2009; Field & Matz 2010). Despite their simple nature, molecu-
lar behaviours contribute to many interesting organismal phenotypes, and this combination of simplicity and obvi-
ous organismal relevance is ideal if one wishes to study how genetic constraints on phenotypic variation shape the

Methods of connecting variation in genotype,
phenotype and fitness

Connecting genotype and phenotype: the genetic bases
of phenotypic variation

Finding the material differences that encode and cause
variation in a focal trait is not a trivial problem. Pheno-
typic variation is often the product of contributions
from the environment and from many genetic loci that
can be physically located anywhere in the genome.
Tracing the source of natural phenotypic variation to
specific genetic differences involves first finding candi-
date genes—chromosomal regions whose different
alleles are responsible for differences in pheno-
type—and second evaluating the phenotypes and fit-
ness effects associated with natural allelic variants of
these genes. There are two general approaches to
choosing, from the tens of thousands of genes in a gen-
ome, candidates whose allelic variants might create var-
iation in  phenotype. Top-down (or forward)
approaches start with a phenotype of interest and seek
its molecular underpinnings. Bottom-up (or reverse)
approaches begin with a molecule or polymorphism of
interest and seek its role in creating phenotypic varia-
tion (Box 2).

Top-down and bottom-up methods are complemen-
tary approaches to finding the genetic differences that
cause phenotypic variation, each with its own advan-
tages and disadvantages. Top-down genetic mapping
allows one to study the genetics of nearly any specifi-
able trait, especially if the organism can be crossed
and raised in large numbers and controlled environ-
mental conditions. Importantly, because these methods
rely solely on physical linkage, they are agnostic to
the mechanism that creates phenotypic variation: reg-
ulatory, structural and epigenetic polymorphisms can
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all be located. Top-down methods also allow one to
quantify the relative contributions of multiple causal
variants to the total phenotypic variation, and tar-
geted crossing designs can uncover the role of nonad-
ditive genetic interactions such as epistasis and
dominance (Glazier et al. 2002). Bottom-up candidate
gene approaches circumvent the technical difficulties
of pure physical mapping at the cost of a rigorous
quantitative knowledge of the myriad genetic contri-
butions to phenotypic variation. Because pure bottom-
up approaches begin without an independent confir-
mation of linkage to phenotype, candidates must be
chosen and evaluated carefully to avoid investing
effort into a gene that does not create variation in the
trait of interest.

Top-down and bottom-up methods yield candidates
for functional investigation, but both methods must
eventually look up towards phenotype, to experimen-
tally confirm that polymorphisms in the candidate
gene actually have the expected phenotypic effects.
Bottom-up approaches reap an advantage in this latter
step because candidates can be chosen specifically for
their functional tractability or because they contain
genetic variation that is likely to be evolutionarily
interesting. With top-down approaches, one rarely
knows in advance what the genetic basis of natural
phenotypic variation will look like: if the contributing
genes have been subject to selection or if their individ-
ual influences on phenotypic variation are large
enough to be tractable to functional analysis. Establish-
ing the relationship between genetic and phenotypic
variation gives clues to the mechanism of phenotype
production, but not to the causes of evolutionary
change. These insights must be gained by determining
the relationship between natural genetic or phenotypic
variation and fitness.
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Box 2 Top-down and bottom-up methods of connecting genotype and phenotype

Top-down: choosing candidates by their chromosomal location

Many studies have used physical linkage to find genomic regions with polymorphisms that contribute to pheno-
typic variation and to place these regions on a genetic map of markers located at intervals across the genome
(Fig. 2). These linkage-mapping studies begin with a natural pedigree of familial relationships over a number of
generations, or experimentally produce such relationships by breeding individuals that differ in a phenotype of
interest. To ensure that the differences being studied are heritable, each individual must retain its diagnostic phe-
notype when grown in a shared set of environmental circumstances, often referred to as a common garden.

Classically, linkage-mapping experiments breed parents (P), and then offspring from the first (F1) generation are
crossed with one another to create a second (F2) generation. Recombination during meiosis in the F1 generation
creates F2 individuals with chromosomes that are mosaics of physical segments derived from each of the original
parents (P). Phenotype-marker associations occur when the opportunity for recombination, between markers that
identify each parent and polymorphisms that cause phenotypic variation in the focal trait, is limited by their close
physical proximity on the chromosome. When physically linked, the marker variants and phenotypes that charac-
terize a given parent are inherited together in the same chromosome segment and thus found together in the
majority of F2 individuals. Chromosomal segments that are physically associated with phenotypic variation in a
focal trait despite the opportunity for recombination are called quantitative trait loci (QTL).

Fitness (optimality models)
A

Phenotype
Top-down Bottom-up
P ;(r # 1] o A % TCTACGGASGTCGCI'{AAC
o} [0]
v 2
F2 b 'S xS g
b Umm't ] p
B L gl =
# - o w0 GEJ
-- e e % 5
Lo R A 8
# - EEE = N Q
EE N - DCI:.)
QrL A g §
T
- - - >
- - o s 1
=== 5| | e
2 -— § F o — 4
- == = °| |2 + >
Gene < + . — &%
e + —>
>
y | < + - .
Genotype
v

Fitness (neutral models)

Fig. 2 Top-down and bottom-up methods of connecting genotype and phenotype.

A number of studies have mapped QTL that contribute to natural phenotypic variation: by transplanting experi-
mentally created F2 individuals into natural ecological circumstances (Bradshaw & Schemske 2003), or by using
recombination in natural hybrid zones to find markers that remain associated with the phenotypes of each parental
taxon despite generations of crossing (Teeter et al. 2008). In some cases, appreciable portions of the total pheno-
typic variation can be attributed to a handful of QTL with individually large effect on phenotype. In practice, these
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Box 2 (Continued)

QTL can contain hundreds or thousands of gene regions each of which is a candidate, a potential cause of the
observed phenotypic difference between parental individuals (Glazier et al. 2002).

Closing the gap between markers and causal variants by physical mapping requires increasing both the number
of markers and the number of recombination events surveyed. Finding markers is no longer a limitation, as the res-
olution of physical mapping is sufficient to bracket chromosomal regions small enough to sequence in their
entirety. However, physical mapping can rarely achieve the resolution required to link just one causal variant to
phenotypic differences among individuals, because doing so requires surveying an impractical number of recombi-
nation events. Despite the difficulty of this approach, several studies have been able to map QTL associated with
natural phenotypic variation down to their constituent genetic polymorphisms (Chouard 2010). Most of these suc-
cessful physical mapping efforts take assistance from complementary techniques to pinpoint the exact genetic poly-
morphisms that cause phenotypic variation. In systems with well-developed genetic tools, QTL can be chopped
into manageable pieces by deleting or introgressing short chromosomal segments to test their phenotypic effect
directly (Bradshaw & Schemske 2003; Presgraves et al. 2003). In organisms with a sequenced genome, known genes
within a QTL region can be targeted for further functional evaluation based on their biological properties (Shapiro
et al. 2004; Hoekstra et al. 2006).

Bottom-up: choosing candidates by their biological properties

Bottom-up methods are sometimes directly referred to as candidate gene approaches. They choose genes for evalu-
ation based on attributes other than (or in addition to) their physical position on a chromosome: by the location,
timing, or amount of gene expression, or by experimentally established functional properties. Bottom-up studies
often survey discrete organismal structures (organelles, cells, tissues, organs and secretions) to identify genes of
potential functional interest. For example, screens of sperm protein content have identified candidate genes
involved in sperm-egg interaction (Swanson & Vacquier 2002). A similar logic underlies studies that identify candi-
date genes expressed abundantly in specified organs, physiological states, developmental stages, sexes or species.
Proteomic techniques can identify the protein content of a candidate structure directly, by matching the properties
of its resident proteins to those predicted by a reference genome or cDNA library. Proteomic discovery studies can
also target specific biological functions using isotopic labels to hide all but the desired set of proteins (Findlay et al.
2008). Because of their rapidity, scale and specificity, proteomic methods could also be used to narrow the search
for candidates following physical mapping by finding only those proteins whose biological features suggest a role
in phenotype production and whose chromosomal positions lie within a given QTL.

The functional properties of a desired class of proteins can also be used to narrow a list of candidate genes. For
example, binding partners that interact during fertilization have been identified by isolating proteins from the outer
membranes of eggs and retaining those with a biochemical affinity for a given sperm protein (Swanson & Vacquier
1997). The biological function of altruistic greenbeard genes necessitates self-interaction, and these can be identified
by functional screens for proteins with self-affinity (Benabentos ef al. 2009). Methods of identifying protein interac-
tions such as yeast two-hybrid systems, which measure biochemical affinity between two proteins by fusing them
to the translation apparatus of a reporter gene and measuring its expression, can quickly identify interactions
between many pairs of proteins. Chromatin immuno-precipitation experiments identify the affinity of DNA-bind-
ing regulatory proteins by allowing them to bind their targets and isolating the DNA-protein complex. Protein—
protein and protein-DNA affinity experiments can now be deployed on a whole-genome scale, measuring bio-
chemical affinities between all pairs of proteins (Schwikowski et al. 2000), or the complete DNA-binding repertoire
of a given regulatory protein (Buck & Lieb 2004).

Functional properties can also be established by direct experimental manipulation of a trait’s genetic underpin-
nings. Gene knockouts remove the presence of a candidate gene to examine its involvement in phenotype produc-
tion. In some cases, the phenotypic effects of knockouts in a model system resemble those of naturally occurring
variation (Shapiro ef al. 2004). Mutagenesis experiments examine the spectrum of phenotypic variation produced
by artificial mutations to a candidate gene or to the genome as a whole (Weinreich et al. 2006). Interestingly, these
too can create organismal phenotypes that resemble those of closely related natural species, suggesting that genetic
mechanisms may profoundly influence the direction of phenotypic change during some instances of natural evolu-
tion (Koufopanou & Bell 1991).
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Connecting genotype and fitness: neutral models of
genetic evolution

Another way to choose candidate genes is to estimate
the evolutionary pressures that cause them to change
over time. A history of selection in the evolution of a
gene or chromosomal region can be inferred using
DNA sequence alone, by comparing the aspects of
sequence evolution to the expectations of population
genetic models. These models describe expected pat-
terns of DNA sequence polymorphism or divergence
under neutrality, as though selection had no effect on
sequence evolution. Neutral expectations can be com-
pared with naturally occurring patterns of sequence
evolution to determine whether change in a candidate
gene can be explained without invoking non-neutral
processes: violations of the null model suggest that pat-
terns of genetic change were influenced by selection via
their effects of phenotype (Fig. 3).

Tests of neutrality take a number of general forms:
among others, those that examine the distribution of
sequence polymorphism in multiple individuals of the
same population or species (Tajima 1989), those that
use patterns of sequence variation within species to pre-
dict divergence between species (McDonald & Kreitman
1991) and those that compare the rates of amino acid
changing and silent mutations in protein-coding regions
(Yang & Bielawski 2000). Methods of detecting selection
can be adapted to identify pairs of proteins that interact
over evolutionary time. If change in one co-evolving
locus directly selects for a compensatory change in its
partner, then the evolutionary rates of functional por-
tions of the two genes are expected to show higher cor-
relation than between two functionally unrelated genes.
Interlocus co-evolution, and an implied history of func-
tionally important molecular interaction, should there-
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fore be evident from phylogenetic analyses of co-
evolutionary rates (Clark et al. 2009). Computational
methods of detecting selection are targeted enough to
assess selection on single genetic polymorphisms and
can examine selection in un-manipulated natural popu-
lations; these too are now being implemented on whole
genomes (Andolfatto 2005; Nielsen et al. 2005; Tang
et al. 2007; Akey 2009).

Selection is often assumed to be the primary cause of
phenotypic evolution, but for most genes selection oper-
ates primarily as a stabilizing force (Nielsen et al. 2007).
Proteins that control molecular behaviours are a major
exception to this rule: pervasive adaptive evolution is
often found at genes that mediate direct biological inter-
actions (Hughes 2002; Swanson & Vacquier 2002). The
striking prevalence and intensity of selection on genes
involved in molecular behavioural interactions may
exist either because tests of selection are not powerful
enough to detect selection spread across the many loci
that contribute to divergence in complex quantitative
traits, or because the simple nature of the genotype-
phenotype relationship and the strong and continued
selection pressure exerted by evolutionary conflict con-
centrates the signal of selection on proteins at the inter-
face of interaction between individuals. Regardless, the
genetic constituents of biological interactions are excel-
lent systems to study how selection shapes the evolu-
tion of traits whose phenotypic effects are relevant to
fitness.

Of course, connections between genotype and fitness
alone are not sufficient to test adaptive hypotheses.
Comparisons to population genetic models allow us to
ask how a gene evolves—by what evolutionary processes?,
but not why it evolves—for what adaptive purpose? Ques-
tions about adaptation cannot be sensibly asked without
information relating the phenotypic effects of genetic
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changes with their effects on survival or reproduction,
because these are what selection actually acts on.

Connecting phenotype and fitness: the phenotypic
gambit and optimality models of phenotypic evolution

The difficulty of finding and understanding the genetic
and developmental mechanisms that create phenotypic
variation caused many evolutionary biologists to tem-
porarily abandon this problem and focus their effort
solely on the relationship between phenotype and fit-
ness (Grafen 1984). This approach, termed the pheno-
typic gambit, posits that genetic constraints do not need
to be explicitly incorporated into models of phenotypic
evolution: any phenotype that can be reached by muta-
tion can be acted on additively by selection, and the
effects of neutral evolutionary processes are negligible.
Using these assumptions, models of phenotypic change
can be built which describe the dynamics of evolution
that result from applying a specified selection
pressure—formally, a series of state equations that
describe the relationship between phenotype and
fitness— to a given suite of phenotypic variation (the
strategy set).

The assumptions of the phenotypic gambit, if consid-
ered strictly, are usually not met: it is a simplifying
assumption meant to focus attention on the selective
pressures that optimize phenotype to environment, and
away from genetic complexities. In contrast to neutral
models that ask what would happen without selection?,
models of adaptive evolution ask what would happen by
selection? (Fig. 3). Optimality methods do not test
whether a trait is an adaptation or not: they lack the
ability to distinguish a direct adaptation from a pleio-
tropic by-product of selection on another aspect of form
(Lewontin 1978). Rather, optimality methods ask
whether a particular set of assumptions about the fit-
ness consequences of variation in a trait are sufficient to
predict an observed phenotype (Maynard Smith 1978).
Modelling phenotypic evolution with this approach has
lead to the concept of an evolutionary stable strategy
(ESS: an evolutionary equilibrium where selection can-
not replace the existing phenotype with any new alter-
native) and to deep symmetries between evolutionary
and economic dynamics.

Given the nature of its assumptions, one might expect
that the phenotypic gambit would not work well, but in
fact many phenotypes have been found to match the
optima predicted by models built without explicit
genetic constraints: (Parker & Maynard Smith 1990).
Paradoxically, the success of the approach could lie in
the sheer complexity of the genetic systems that it
assumes away. Many genes of small effect can underpin
variation in complex phenotypes, and in this circum-
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stance, the genetic mechanisms that could cause the
gambit to fail bear little individual weight (Grafen
1984). If this is the case, identifying genetic variants
underlying complex phenotypes may tell us little more
about the constraints on their evolution than classical
quantitative genetic approaches of measuring genetic
co-variances (Arnold 1992).

The effort required to uncover the genetic basis of
natural variation in a phenotypic trait is considerable.
We now have the tools to relate genotype and pheno-
type, but from a practical standpoint, genetic studies of
phenotypic evolution are only worthwhile if they can
tell us more about the evolutionary process than a
purely phenotypic approach can. A primary focus of
genetic studies of adaptation should therefore be sys-
tems where the phenotypic gambit’s assumptions can-
not provide a realistic approximation of phenotypic
evolution. Behavioural interactions such as those result-
ing from direct contact between proteins, noncoding
RNAs or DNA sequences minimally involve single
genes or pairs of genes. Their genetic basis is less com-
plex than that of most neural behavioural traits, and it
is thus more likely that the evolutionary dynamics of
individual genes will result in violations of the pheno-
typic gambit's assumptions. For example, heterozygote
advantage is an example where the phenotypic gambit’s
assumptions fail because of the details of the underly-
ing genetic mechanism: one cannot build a model of a
haploid system that accurately predicts the evolutionary
dynamics of overdominant selection on a single diploid
locus (Grafen 1984). Constraints on the suite of pheno-
typic variation available by mutation may also influence
phenotypic evolution: though the form of such con-
straints is currently less well understood (Haldane 1933;
Olson 1999; Weinreich et al. 2006). Molecular behav-
iours are therefore an excellent means to study the
genetics of adaptive phenotypic evolution: not only are
they often subject to strong selection and tractable to
functional analysis, but also it is likely that genetic con-
straints will tangibly influence their evolution.

Results of molecular behavioural ecology

Early empirical and theoretical results indicate that fas-
cinating evolutionary dynamics can occur in systems
where the phenotypic gambit fails (Hayashi et al. 2007).
Next, we describe some of the early results of molecular
behavioural ecology, focusing on areas where a genetic
understanding of the causes of phenotypic variation has
yielded insight on the process of evolution. We survey
existing research on molecular behaviours, highlighting
examples where the study of simple elements engaged
in evolutionary conflict has contributed to our under-
standing of six fundamentally important biological phe-
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nomena: sex, reproduction, speciation, sociality, devel-
opment and disease. We hope to show that natural
genetic variation in the components of these simple
phenotypes has tangible effects on their evolution (and
our ability to understand their evolution) and that they
are thus worthwhile studying from an explicit genetic
perspective despite the considerable difficulty of
doing so.

Sex

One of the truly surprising results to come from com-
parisons to neutral models of sequence evolution is
the rapid evolution of proteins that function in central
biological processes (Nielsen et al. 2005, 2007). Some of
these examples were expected: Hamilton’s interpreta-
tion of the Red Queen hypothesis proposed that host—
pathogen conflict could drive a co-evolutionary arms
race that continually favours the rare host genotypes
produced by sexual recombination (Hamilton et al.
1990). Direct molecular recognition events are key
components of host-pathogen interactions and, as
expected, their constituents evolve rapidly in response
to conflict (Paterson et al. 2010). The first functionally
characterized example of positive selection came from
the adaptive evolution of vertebrate MHC proteins,
which alert the immune system to the presence of a
pathogen by presenting its peptides on the surface of
an infected cell (Hughes 2002). Host—parasite conflict
also drives the evolution of genetic architectures, such
as the VD] recombination mechanism, that create the
molecular diversity that allows slowly evolving hosts
to recognize quickly evolving pathogens (Litman et al.
2007).

Counter-evolution allows pathogens to evade detec-
tion, as evident from comparisons of parasitic and
mutualistic endosymbionts: the surface proteins of para-
sitic Wolbachia evolve by positive selection, homolo-
gous proteins in mutualistic strains do not (Jiggins et al.
2002). Although mechanistically simple, the means by
which parasites evade detection can be remarkably
sophisticated. Some have proteins that engineer their
host’s surveillance system, mimicking a protein that
sends an ‘all clear’ signal to the immune system (Elde
et al. 2009); others camouflage themselves by decorating
their surfaces with host antigens, or deliberately modify
their own surface antigens to avoid detection (Marsh &
Helenius 2006; Mercer & Helenius 2008). It has been
proposed that sex itself evolved in response to pres-
sures placed on hosts by their parasites—be they dis-
crete pathogenic organisms, or ultra-selfish alleles
replicating within the host genome (Hamilton et al.
1990; Haig & Grafen 1991; Hurst et al. 1996). Molecular
evidence of rapid host—parasite co-evolution shows that

these predicted conflicts are real and that simple molec-
ular mechanisms can create variation with tangible fit-
ness consequences for both interacting parties.

Reproduction

Examples of positive selection also come from classes of
proteins that might otherwise have been expected to be
functionally conserved, for example, reproductive pro-
teins often evolve rapidly despite their critical impor-
tance to gamete production, transport, storage and
fertilization (Swanson & Vacquier 2002). The exact form
of selection is not known, but rapid reproductive pro-
tein evolution is thought to be a consequence of two
forms of sexual selection: competition, such as male-
male competition for fertilizations in polygynous mat-
ing systems, and conflict, such as male-female antago-
nism over fertilization rate (Hayashi et al. 2007). These
two forms of sexual selection have markedly different
consequences for phenotypic evolution. Sexual competi-
tion leads to symmetric arms races that continually
exaggerate the phenotype under selection, whereas sex-
ual conflict leads to asymmetric arms races and Red
Queen dynamics—phenotypic stasis in the face of the
rapid evolution of each counter-evolving party. These
two types of arms race could be potent motivators of
evolutionary change (Dawkins & Krebs 1979), but deter-
mining the importance and form of sexual selection in
reproductive protein evolution requires the exclusion of
alternative selective explanations, which has thus far
proven difficult.

In the rare cases where they are known, the pheno-
typic effects of natural reproductive protein variants
within populations are consistent with sexual selection.
For example, abalone sperm protein lysin and its egg
receptor VERL influence sperm-egg compatibility and
both change rapidly by continually co-evolving; their
evolutionary rates are correlated along phylogenetic lin-
eages. Patterns of polymorphism in these proteins
within abalone species resemble a unique prediction of
sexual conflict: lysin is monomorphic within the pink
abalone, but VERL has diversified into two clades, pos-
sibly to prevent sperm from specializing on either type
of egg (Clark et al. 2009). In sea urchins, evidence from
spawning experiments in natural conditions suggests
that fertilization ecology has important consequences
for patterns of conflict and collaboration during mating.
Molecular polymorphism in bindin (a sperm protein
that influences sperm-egg compatibility) is maintained
by frequency and density-dependent sexual selection on
males and females (Levitan & Ferrell 2006). In both of
these systems, linkage disequilibrium has been reported
between sperm-egg recognition proteins suggesting that
these genes influence sperm-egg compatibility in natu-
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ral populations (Palumbi 1999; Clark et al. 2009). Co-
evolution driven by sexual selection may thus explain
the remarkably rapid evolution of reproductive pro-
teins, the maintenance of reproductive compatibility
within species despite this divergence and perhaps even
the evolution of reproductive barriers between species.
In internally fertilizing organisms, molecular interac-
tions between seminal fluid proteins and the female
reproductive tract can also influence reproductive com-
patibility (Findlay et al. 2008; Matute 2010).

Speciation

Prezygotic isolation because of differences in postmat-
ing reproductive behaviour or sperm-egg interaction is
often a primary barrier to gene exchange between clo-
sely related sympatric species. Studies of sperm-egg
recognition proteins across species yield a number of
consistent patterns: they are often subject to diversifying
selection that causes rapid divergence between species,
and selection is particularly strong in taxa with broadly
sympatric ranges (Yang et al. 2000). Studies of sperm-
egg recognition protein variation within species have
shown character displacement in sympatry (Geyer &
Palumbi 2003), and positively selected divergence in
association with geographic areas of secondary contact
and hybridization (Springer & Crespi 2007), suggesting
a direct role for the rapid divergence of reproductive
proteins in speciation. In Drosophila yakuba, the adaptive
evolution of prezygotic isolation in response to reduced
hybrid fitness (reinforcement) depends not only on the
neural behaviours that govern mate choice, but on the
physical and chemical interactions that take place after
mating and before fertilization (Matute 2010). Direct
molecular interactions are fundamental to many of the
barriers that reproductively isolate species; studying the
molecular and phenotypic evolution of these traits has
the potential to establish the role of selection in the ori-
gin of species in general.

The major class of postzygotic isolating barrier, Dobz-
hansky-Muller incompatibility causing hybrid inviabil-
ity or sterility, can also result from direct interaction, or
lack thereof, between gene products co-existing in the
hybrids of incipient species. Recent studies have uncov-
ered the genetic basis of postzygotic barriers to gene
exchange, and in many of the currently identified cases,
reduced hybrid fitness is a consequence of disrupted
protein-protein or protein-DNA interactions (Pres-
graves 2010). By their nature, Dobzhansky—Muller inter-
actions do not easily occur within populations to
initiate the evolution of reproductive isolation in an
otherwise freely mating population. As a result, these
reproductive barriers may evolve most often between
populations that do not exchange genes, and their
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effects on postzygotic isolation are by-products, not
direct targets of selection.

Interestingly, the genes underlying Dobzhansky-
Muller interactions are often evolving rapidly, but
most are not obviously associated with different envi-
ronmental adaptations; rather, these incompatibilities
appear to be pleiotropic consequences of evolutionary
conflicts that have resolved differently in independent
populations. It is perhaps not surprising then that
these traits are sometimes associated with the fastest
evolving interactions in the genome, evolutionary con-
flicts between hosts and parasitic organisms or ultra-
selfish alleles (Presgraves 2010). The genetic basis of
postzygotic isolation shows that not every important
evolutionary change is a direct consequence of selec-
tion. When reproductive compatibility is not directly
maintained by selection, it can quickly be lost as a
pleiotropic by-product of rapid evolution caused by
evolutionary conflicts operating on other components
of phenotypic variation.

Sociality

Another of Hamilton’s many contributions to evolution-
ary thought was his recognition that cooperation among
relatives can evolve if the indirect fitness benefits of a
behaviour exceed the direct fitness costs (Hamilton
1964). For costly helping behaviours to evolve, their
benefits must be directed preferentially to other individ-
uals that carry the same helpful allele. Organisms solve
this identity crisis one of two ways: probabilistically, by
helping kin, and mechanistically, by recognizing the
presence of a helpful allele in other individuals and
directing benefits to them specifically (Gardner & West
2010).

Although once thought to be only a theoretical curios-
ity, genes causing mechanistic (greenbeard) recognition
have now been found in many different contexts that
often involve direct physical interactions between pro-
teins and influence processes as diverse as survival in
harsh environmental conditions and maternal-foetal
conflict (Haig 1996; Smukalla ef al. 2008). In coopera-
tively reproducing social microorganisms like Dictyoste-
lium slime moulds and Myxococcus bacteria, cheaters
benefit by increasing their representation in reproduc-
tive spores and shirking their contribution to nonrepro-
ductive tissues. Selection to associate with cooperators,
and to cheat, results in sophisticated recognition behav-
iours from simple mechanisms: molecular crime and
punishment. (Fiegna & Velicer 2005; Benabentos et al.
2009). Simple molecular recognition mechanisms allow
unicellular organisms to engage in one of biology’s
most sophisticated negotiations, distinguishing helpful
individuals from cheaters to allow the evolution of
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stable social systems of cooperation (Crespi 2001). Solu-
tions to this conflict during transitions to multicellu-
larity may have had a similarly simple mechanistic
basis.

Development

For multicellular organisms, some of the most impor-
tant and persistent evolutionary conflicts are a conse-
quence of the asymmetric fates of somatic and germ
cells. Vertically transmitted elements (alleles, sex chro-
mosomes and intracellular pathogens) can gain a selec-
tive advantage by altering host development: sending
somatic cells to the germline or biasing the offspring
sex ratio, to increase the proportion of the host’s
gametes that contain the ultra-selfish element (Hurst
et al. 1996; Jiggins et al. 2002). The conflict of interest
caused by these genomic ‘outlaws’ can be clearly seen
by considering instances where the element over-repre-
sents itself by selectively killing gametes that do not
contain copies of it. The benefit to the selfish element is
an increased proportional representation in the next
generation; the cost to the host, and to other nonselfish
elements in the genome, is the material investment in
gametes lost to the actions of the selfish element. The
rapid evolution sometimes observed at proteins
involved in gametogenesis and germline specification
may be a response to such conflict between hosts and
their vertically transmitted parasites (Eckmann et al.
2004; Bauer DuMont et al. 2007).

Other aspects of development are also associated with
positive diversifying selection and genetic mechanisms
of generating diversity. Sensory receptor proteins that
physically receive information from the environment
can evolve rapidly or diversify in response to changing
conditions. Opsins are proteins expressed in the retina
that are receptive to specific wavelengths of light. In the
Coelocanth, historical movement to deep water is asso-
ciated with selection to tune the receptivity of opsins to
the longer wavelengths of light that predominate at
depth (Yokoyama et al. 1999). Olfactory genes diversify
into families of duplicate genes presumably in response
to selection for recognizing volatile compounds in the
environment (Gilad et al. 2003). Diversifying selection
in one context can also be co-opted into other develop-
mental roles. The myriad connections of neurons made
during insect brain development are, in part, a conse-
quence of self-adhesion avoidance behaviour caused by
Dscam, a protein whose genetic architecture allows it to
generate thousands of variants within a single individ-
ual (Hattori et al. 2009). Dscam variants also function in
innate immunity, although it is not known which of
these two recognition functions is the original (Watson
et al. 2005).

Disease

To explain how genetic constraints can violate the phe-
notypic gambit’s assumptions, Grafen (1984) described
a disease phenotype that persists because its simple
genetic basis prevents absolute optimization. In human
populations suffering from malaria, individuals have a
selective advantage when they are heterozygous at the
gene that causes malaria resistance and sickle-cell anae-
mia. Mendelian segregation recreates homozygous
genotypes each generation and prevents all individuals
in a population from attaining the optimal heterozygous
phenotype. This is an evolutionary conflict because of
antagonistic pleiotropy: the effects of the disease allele
on fitness reverse in different contexts (depending on
which allele it is paired with) and so no optimum can
exist.

Evolutionary conflicts because of simple genetic inter-
actions happen in many different biological contexts
(Hurst et al. 1996). In some cases, rapid protein evolu-
tion in response to selection on one aspect of form com-
promises other phenotypic features that happen to
share a common genetic basis, and positive selection
has been found to act on a number of so-called disease
genes (Nielsen et al. 2005). In others, simple molecular
players mediate chronic conflicts between interacting
parties. Maternal—foetal conflict over resources provides
a particularly clear example. In the foetuses of some
mammals, the paternally expressed gene IGF2 stimu-
lates growth, while the maternally expressed
M6P/IGF2R gene codes for a ‘decoy’ receptor that
degrades IGF2, reducing its growth stimulatory effects.
The foetus is thus an intermediary in a conflict between
mother and father, whose actions are set by the appro-
priate epigenetic regulation of alleles acting on each
parent’s behalf (Moore & Haig 1991).

Grafen suggested that the evolution of genetic archi-
tecture can eliminate constraints on phenotypic optimi-
zation: if the sickle-cell gene was duplicated, each
daughter-locus could fix for the alternative allele and
all individuals would effectively be heterozygous.
Mechanisms that overcome pleiotropic constraints on
evolutionary change can be favoured when those indi-
viduals whose phenotypes are constrained from reach-
ing a particular value have a lower fitness than those
whose are not. When phenotypes cannot reach optima
because genetic architectures and regulatory mecha-
nisms of overcoming pleiotropic constraints have not
evolved, or when evolved mechanisms become dysreg-
ulated, we recognize the negative fitness consequences
of these genetic trade-offs as disease. Understanding the
circumstances that cause evolutionary constraints and
that favour particular mechanisms of release is thus
very important. We suggest that these problems can be
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approached: by studying the elements in conflict, and
the arena in which these conflicts play out, and by
determining how these two features influence the cor-
rective mechanisms that evolve in response to evolu-
tionary conflict.

Beyond the phenotypic gambit: applying
optimality models of selection to the evolution
of genetic architecture

Early studies of the phenotypic effects of genetic muta-
tions examined experimental mutants of laboratory
organisms. The negative fitness consequences of these
artificial variants persuaded researchers that most muta-
tions with phenotypic effects large enough to measure
are straightforwardly disadvantageous and of little
interest to those studying adaptation (Grafen 1984).
However, in the absence of information about the
phenotypic effects of natural mutations—the genetic
constituents of actual instances of phenotypic adapta-
tion—universal assertions about the nature of mutations
of measurable effect are difficult to justify. Not all
mutations of measurable phenotypic effect or fitness
effect are straightforwardly disadvantageous. There is
now abundant evidence of positive selection in nature,
much of it acting on molecular recognition proteins.
Finding genetic variants that fixed during bouts of natu-
ral phenotypic evolution and evaluating their effects on
phenotype and fitness is possible, but only a few stud-
ies have yet confirmed that such changes have func-
tional effects that match hypotheses proposing which
components of phenotypic variation are under selection
(Bishop 2005; Zhang 2006; Yokoyama et al. 2008). Mak-
ing these connections, between selection inferred from
natural genetic variation and its natural phenotypic
consequences, will be a primary task of modern evolu-
tionary biology (Nielsen 2009).

It is now also clear that many genes have evolved
genetic architectures that violate the assumptions of the
phenotypic gambit. A clear example is the VD] recom-
bination system of vertebrate adaptive immunity, with
its combinatorial recombination mechanism that creates
massive amounts of molecular diversity each generation
(Litman et al. 2007). As noted above, similar mecha-
nisms of combinatorial diversity generation have been
found in recognition proteins involved in everything
from sperm-egg recognition to neuron self-avoidance
during brain development (Moy et al. 2008; Hattori
et al. 2009). In these cases, the molecular diversity itself
is not heritable, but the mechanism of producing it gen-
eration after generation is. Such mechanisms are simply
too complex to have evolved by chance: they demand a
selective explanation. One can imagine applying an
optimization approach to genetic evolution that
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describes the fitness pay-offs of genetic variation to pre-
dict which mechanisms of gene regulation, physical
association or diversification are expected to evolve
under a given selection pressure. However, we are cur-
rently unable to apply such models to the evolution of
genetic architecture because we lack a framework for
assigning fitness pay-offs to different architectural vari-
ants.

The difficulty of understanding how selection shapes
the evolution of genetic architecture is twofold. First, it
is often hard to make advance predictions about which
genetic changes would be favoured by a particular
selection pressure. For instance, it would currently be
difficult to predict with any certainty, a plausible
genetic response to ecological selection. Second, it can
be hard to recognize the adaptive value of an unusual
genetic architecture, and instances of adaptive genetic
evolution may therefore go unnoticed. Applying opti-
mality models of selection to genetic systems is not
impossible, but we lack intuition about how to model
the fitness consequences of genetic variation: transla-
tions between the selection applied to a phenotype and
the genetic mechanisms that are expected to evolve in
response. We propose that these translations emerge
when the evolutionary conflicts that influence pheno-
typic evolution can be appreciated from the perspective
of the elements in conflict. The adaptive importance of
a given genetic architecture can be understood by ask-
ing what genetic limitations on phenotypic change
favour each of the conflicting parties. The evolutionary
conflicts described in Box 3 exert specific constraints on
the evolution of their components, allowing predictions
to be made concerning which genetic responses would
be favoured by a given evolutionary conflict.

Take for example morphological development, which
is guided by a small number of elements that act in
many different spatial and temporal contexts within an
organism (Carroll 2005). Because of this genetic basis,
the evolution of developmental phenotypes is often con-
strained by pleiotropy because of single-allele, single-
individual conflict: the exaggeration of a phenotypic
change which is adaptive in one organismal context is
limited by effects which are deleterious in another
because the conflicting phenotypes share a common
causal element. This constraint predicts that morpholog-
ical evolution should favour the evolution of genetic
mechanisms that minimize the scope of developmen-
tally antagonistic pleiotropy. Combinatorial mechanisms
of molecular diversification or regulation are evolved
mechanisms of overcoming pleiotropic constraints: they
allow a small number of genes to influence a large
number of developmental outcomes (Carroll 2005).
These mechanisms release the spectrum of available
phenotypes from restrictions imposed by the discrete
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Box 3 Evolutionary conflicts of interest from the perspective of a selfish allele

In his early writings, Richard Dawkins popularized an idea that originated during the modern synthesis and was
given shape by biologists studying the evolution of social behaviour (Fisher 1930; Hamilton 1964). ‘The Selfish
Gene’ (or perhaps more precisely, the selfish allele) alludes to conflicts that arise as different allelic variants of a
gene ‘compete’ with one another over evolutionary time to maximize their own rate of replication (Dawkins 1976).
Thus, viewed from the perspective of a selfish allele, evolutionary conflicts of interest come in four basic varieties:
delineated by the elements whose phenotypic effects place them into conflict (alleles) and by the arena in which
these conflicts play out (individuals). We describe each of these four types of conflict and the genetic mechanisms
that evolve under their influence (Fig. 4).

Elements in conflict
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Fig. 4 Evolutionary conflicts of interest from the perspective of a selfish allele.

Single-allele, single-individual conflict

In terms of genetic composition, the simplest evolutionary conflicts occur when an allele produces a phenotype that
is not optimal for every circumstance in an individual’s life. The result is evolution to a compromise that maximizes
the individual’s lifetime reproductive success at the cost of a reproductive output that is lower than it would be if
each circumstance was independently optimized. A classic example is senescence, which may be caused by an allele
whose phenotypic effects on reproductive output early and late in life oppose one another (Williams 1957). Single-
allele conflicts within individuals can also occur when an allele’s phenotype is not perfectly suited to every environ-
ment that an individual will encounter during a lifetime or when phenotypic effects in germ and soma, or during
the haploid and diploid phases of a life cycle, are in opposition (Joseph & Kirkpatrick 2004; Choi et al. 2008). It may
not be possible to eliminate these conflicts entirely, but selection is expected to favour genetic mechanisms that dis-
associate conflicting phenotypic effects such as regulatory modifications of expression or alternative gene splicing.
Aggregated across many genes, single-allele, single-individual conflicts are also a likely source of selection for devel-
opmental mechanisms that create spatial and temporal compartmentalization (organelles, tissues or metamorphic
life cycles for example) and circumstance-appropriate developmental responses such as phenotypic plasticity.

Single-allele, multiple-individual conflict

Conflicts over optimal phenotype also extend among individuals that share an identical allele but use it in different
contexts (parents and offspring, or males and females) or in local competition for a resource (siblings). Here, selec-
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Box 3 (Continued)

tion favours alleles with phenotypes that maximize inclusive fitness (Hamilton 1964; Grafen 1984). Once again,
selection should favour regulatory mechanisms that reduce the scope for conflict as much as is possible, though
conflict may persist at evolutionary equilibrium. Single-allele, multiple-individual conflicts are expected to favour
conditional expression mechanisms: upregulation of expression in contexts where an allele increases the fitness of
the individual that controls the allele’s expression and vice versa. For instance, many genes have patterns of regula-
tion that are specific to context: gender, physiological state or social rank. Of particular interest in this class of con-
flicts are the epigenetic regulatory mechanisms that evolve in response. In many organisms, male and female
parents bestow their offspring with epigenetic tags that create patterns of gene expression in the offspring that
invoke each parent’s optimal resource acquisition strategy (Haig 1996; Wilkins & Haig 2003). Single-allele, multiple-
individual contests can also lead to frequency-dependent selection, where the fitness pay-off to an allele with a
given phenotype depends on its relative abundance in the population.

All single-allele conflicts, whether they occur in single individuals or among multiple individuals, are ultimately
a result of the pleiotropic phenotypic effects of an allele expressed in multiple contexts. The genetic architectures
and regulatory mechanisms that evolve to mediate single-allele conflicts should bear evidence of these compro-
mises.

Multiple-alleles/loci, single-individual conflict

Conflicts of interest can also occur when alleles encode phenotypes that uncouple their replication from that of
their individual. These are the so-called ultra-selfish genes, whose similarity with selfish individuals in groups led
to a rejection of naive group selection thinking in favour of the concept of allele-level selection (Dawkins 1976), and
more recently to a refined theory of multilevel selection (Wilson & Wilson 2007). Conflict caused by over-replication
of selfish alleles occurs when they create additional copies of themselves within an individual genome (transposons
and selfish genetic elements) or over-represent themselves across a set of gametes or zygotes produced by a sexual
individual (germ-soma cheating, meiotic drive, gamete killing and gestational drive).

Conflicts within an individual can also occur when alleles alter the allocation of reproductive effort to favour
their own replication (sex ratio conflict, sexual conflict in simultaneous hermaphrodites) or recognize and direct
benefits towards other individuals that carry copies of an identical allele at the expense of their own individual’s
replication (altruism). In all of these cases, the selfish allele produces a phenotype which enhances its own rate of
replication at a cost to other alleles of the same gene, other genes in the genome or to the individual or group as a
whole. This process can favour the evolution of suppressors that counter the selfish allele’s effect and to bouts of
antagonistic co-evolution between selfish alleles and their suppressor. These conflicts are particularly acute for loci
that are physically linked to selfish alleles, and the presence of a selfish allele is often associated with allelic effects
that free the selfish allele from linkage (Slotkin & Martienssen 2007) and with genomic architectures that modify
the local rate of recombination to bind it to a suppressor (Harada et al. 2008).

Multiple-alleles/loci, multiple-individual conflict

The final and most expansive class of evolutionary conflicts is those between different alleles that exert their pheno-
typic effects independently in different individuals. In these cases, individuals disagree over the optimal value of
an interaction phenotype, and alleles evolve to maximize each individual’s fitness. These evolutionary conflicts can
occur between individuals of the same species (males and females), or different species (hosts and parasites, or pre-
dators and prey). Intraspecific conflicts are subject to two additional constraints that do not affect interspecific con-
flicts: physical linkage between loci encoding the interaction phenotype, and antagonistic pleiotropy. Pleiotropic
effects take on an additional importance in a multiple-allele context if they limit the extent to which co-evolution
can exaggerate the divergence in one of the conflicting traits and thus shape the direction of evolutionary change.
Many of the conflicts described above can also be manifest as multiple-allele, multiple-individual conflicts. For
example: parent-offspring conflict can involve phenotypes encoded by single alleles or multiple alleles/loci. Intra-
cellular parasites can benefit themselves by biasing a host’s reproductive allocation just as the host’s own selfish
alleles sometimes do. The evolutionary dynamics that result from multiple-allele, multiple-individual conflicts can
be very complex, involving frequency-dependent selection, modifications of linkage and antagonistic co-evolution.
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Box 3 (Continued)

These influences can lead the genetic constituents to evolve towards stable equilibria, limit cycles, diversification of
one or both partners, or chronic co-evolution driven by successive counter-adaptations (Dawkins & Krebs 1979;
Hayashi et al. 2007). In instances where phenotypes are encoded by a small number of loci, dominance and epista-
sis can exert profound effects on the direction of evolutionary change (Hayashi et al. 2007).

genetic causes of phenotypic variation. Their existence
may thus help explain why the phenotypic gambit is so
often successful in describing evolution, despite not
explicitly considering its genetic causes.

For example, variation in morphological phenotypes
is often caused by cis-regulatory changes, perhaps
because these mechanisms can exert their effect on
developmental processes independently (Carroll 2005;
Stern & Orgogozo 2008). For the same reason, we might
predict that alternative splicing of a protein-coding
region or gene duplication would be favoured when the
same protein is expressed in multiple contexts, or
required to function in multiple tasks within an organ-
ism (Gilad et al. 2003; Hattori et al. 2009). In a multiple-
individual context, the pleiotropic constraints imposed
by single-allele conflicts (such as alleles selected for
function in both parents and offspring, or in both males
and females) often result in context-dependent or epige-
netic regulatory mechanisms, because these alter the
expression of the allele in different individuals and thus
separate its conflicting pleiotropic effects (Wilkins &
Haig 2003; Innocenti & Morrow 2010).

Pleiotropic constraints can also influence evolutionary
conflicts between alleles or loci, but multiple-allele con-
flicts are often more overtly associated with modifica-
tions of physical linkage and rapid evolution because of
bouts of counter-adaptation. Alleles that replicate self-
ishly within individuals are in conflict with elements in
physically linked regions of the genome (Hurst et al.
1996). This linkage can favour genetic features that
modify the local genomic recombination rate (Haig &
Grafen 1991) or gene architectures that physically pre-
vent recombination such as the gene-within-a-gene
structure of the ciona sperm-egg self-incompatibility
system (Harada et al. 2008). Selfishly replicating ele-
ments often display the counter-strategy; for example,
they have genetic mechanisms of copying themselves to
other locations in the genome, perhaps to avoid being
physically bound to genes that suppress their replica-
tion (Kazazian 2004).

Chronic rapid evolutionary change is another recog-
nized outcome of evolutionary conflict between alleles
or loci. Evolutionary contests between proteins (for
example, those involved in sperm—egg or host—parasite
conflict) can drive rates of molecular evolution well
in excess of the neutral expectation (Hughes 2002; Swan-

son & Vacquier 2002). When selection continually favours
diversification, gene architectures that generate remark-
able allelic diversity can evolve. The oyster sperm gene
bindin generates thousands of alleles within a single spe-
cies by a combination of alternative splicing, recombina-
tion and positive selection occurring on a gene whose
primary structure is a series of repeats of a single func-
tional motif (Moy et al. 2008). Similar genetic mecha-
nisms create polymorphism in recognition systems that
underlie reproductive self-incompatibility (Wang et al.
2001), kin-discrimination (Gibbs et al. 2008) and host-
immune response (Litman et al. 2007).

Evolved genetic architectures can cause violations of
the phenotypic gambit by limiting or expanding the
potential for diversification, creating new equilibria that
may not be evolutionarily stable in unconstrained sys-
tems. The reverse is also true, and in that evolved
genetic architectures and regulatory mechanisms can
release phenotypic variation from pleiotropic con-
straints imposed by simple genetic systems (Box 3).
These kinds of adaptive genetic responses have become
prima facie evidence of their respective evolutionary con-
flicts and provide a set of predictions for assigning fit-
ness pay-offs to genetic variants, and for recognizing
potential genetic responses to evolutionary conflict
when presented with genetic mechanisms of unusual
form and unknown function.

Conclusion

Evolutionary studies of behaviour often focus on neural-
ly based decision-making, but conflict and collaboration
in biological systems existed long before brains evolved,
and many behaviours must therefore be mediated by
direct physical interactions with other individuals or
with the environment. These traits negotiate interesting
and important biological interactions and offer a wealth
of opportunity for evolutionary biology. Their geno-
type—phenotype relationship is mechanistically simple
and their genetic basis easier to uncover than that of
most quantitative traits; moreover, the current and his-
torical effects of selection can be rigorously determined
using appropriate models of molecular evolution, and
the spectrum of phenotypic effects created by amino
acid and regulatory mutation of candidate genes can be
evaluated experimentally. Most importantly, the find-
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ings of these manipulations can be compared to bouts of
natural adaptation, or evolution to equilibria in nature.

The tractability of molecular behaviours offers the
opportunity to study a difficult, but fundamentally
important evolutionary question: how do the genetic and
developmental mechanisms that underlie phenotypic
variation influence adaptation and evolution? Early evi-
dence suggests that in traits with a simple genetic basis,
genetic mechanisms can exert a profound influence on
phenotypic response to selection and genetic architec-
tures that influence the scope of evolutionary conflict can
and do evolve. Evolution in these circumstances may be
impossible to describe with the phenotypic gambit, and
such traits are therefore worth the effort required to
study them from a genetic perspective.
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