STAT 280 November 19, 2001
Ch 8: Sums of Random Variables

(8.1-8.3 should be mostly review: covered aready in Stat
270 and earlier in this course).

Thm 8.1-1 Sum of independent normalsis normal

Thm 8.2-1 Sum of independent and identically distributed
(iid) random variablesis approx normal

Notes for both theorems:

1. Proof uses MGFs
2. Works for averages too

3. Results about mean and SD of sum (or average) may be
verified from first principles

Also, you can verify empirically (by ssmulation) that Thm
8.2-1 also works for alarge class of cases when the
variables are not independent, and when the variables are
unequally weighted.

8.3 Confidence Intervals - these are a direct consequence of
the above theorems (and not important for this course).



8.4 Random sums of |ID RVs.

Let N(t) be Poisson Process

Let Y, beiidRVsi=1,23,...

Let X(t) =4y . Foreacht, X(t) isarandom sum of
RVs. The ordered st {X(t): t>0} is called a Compound
Poisson Process.

Mean and SD of X(t) (as function of t) can be expressed in
terms of Poisson mean m and mean mand SD s of Y.

E(X(t)) = mtmand SD(X (1)) = [mt(n? +s3)]¥2

Insurance example: claims average $10,000 with SD of
$15,000. Average number of claims per year is 25.

Mean and SD of annual payout is

Mean = $250,000 and, working in thousands of dollars,
SD =[25(100 + 225)]¥? = 90.139 or $90,139

S0, IF we assume normality of X(t), company would need
to be prepared for payouts of from aslittle as $70,000 to as
much as $430,000.



But IS the distribution normal or approx normal?
Can't tell unless distribution of payout size is known.

CLT does not quite apply. Try simulation with an assumed
distribution shape, and having given mean and SD.

Suppose payouts are Gamma with mean $10,000 and SD
$15,000. Work in thousands, mean=10 SD=15.

Look at mean and SD formulafor gamma. Use formulas
onp 252toget a=100/225 = .444  b=22510=225.

Use these in asimulation:

Gmacro

cPoisson # name of macro

brief O # suppress output during do-loop

do k3=1:100 # generate 100 1-year experiences

rand 1 c1; # how many claims in a year?

poisson 25.

let k1=c1(1) # capture number of claims in a constant (syntax
need)

rand k1 c2; #simulate that many claims

gamma .444 22.5. # claim distributon is gamma with mean 10 and SD
15

sum c2 k2 # add up annual claims

let c3(k3)=k2 # save result for next year's simulation
enddo

brief 2 # allow output

name c3 'AnnualPO" # show dotplot of result

dotpl c3 # can also do normal plot to check normality.
Endmacro

In the following dotplot, Annual Payout isin $,000
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Average: 258.953 Anderson-Darling Normality Test
Std Dev: 86.1382 A-Squared: 0.370
N of data: 100 p-value: 0.418

Lookslike CLT DOES work with random sums!

A little primer on the Beta distribution:

Pdf is ¢ x¥(1-x)"* where c=2a+b)
G(a)3(b)

Mean is a/(at+b). SD issquareroot of ab/[(a+b+1)(at+b)?]

If a=1, b=1, thisBetais U(0,1)



If a=b >1, the Betais unimodal and symmetrical
If aand b are both very large, the Betais amost
deterministic at a particular valuein (0,1)

Hereisa=2,h=2

Beta pdf for a=2,b=2
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And hereitisfor a=5, b=5



Beta pdf for a=5,b=5
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And for a=2, b=5

Beta pdf for a=2,b=5
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And for a=50, b=25



Beta pdf for a=50,b=25
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The Betamodels any RV with afixed interval of support
since we can transform X=Betato (L,U) with L+(U-L)*X

It is useful for modeling a random probability (on (0,1))

How to get these graphs of the Beta PDF?
set cl

DATA> 0:100

DATA>end

MTB > let c1=c1/100

MTB > namecl 'X' c2 'PDF

MTB > pdf cl c2;

SUBC>betall.

MTB > Plot c2*cl;

SUBC> Connect;

SUBC> Title"PDF of Beta Distribution for particular a
and b".






