BUEC 333 LECTURE NOTES: 99-1


Sections 9.1





Hypothesis – a conjecture, theory or hunch.


Hypothesis testing: - making inferential statements about a population using information obtained from a sample drawn from the population.


Steps: 


Make a claim about a parameter of a population. (Formulate a hypothesis)


Take a sample from the population.


Compute the sample statistic


Make inference about the population parameter based on the results obtained from the sample.


Types of Hypotheses:


Null Hypothesis: This is what we generally believe is true (before actual testing) about the population. E.g., the mean age of BUEC 333 students is 19 years. The null hypothesis is also known as “the maintained hypothesis”.


Alternative Hypothesis: This is the alternative outcome if the null hypothesis is wrong. E.g., the mean age of BUEC 333 students is not 19 years.


Simple Hypothesis: When the hypothesis specifies a single value for the population parameter.


Composite Hypothesis: When the hypothesis specifies a range of values for the population parameter.


A composite (alternative) hypothesis can be one-sided or two-sided.


Significance level


We reject or accept the null hypothesis depending on the significance of the evidence from the sample.


Significance of evidence is defined in terms of how unlikely or unusual the evidence is. This is described in terms of probability of occurrence. If the evidence would have occurred only one time in a hundred by chance, we say the evidence is significant (or unusual) at the 1% level. 


We choose a level of significance at which to reject a null hypothesis. We call this the level of significance. We typically choose a to  be 1%, 5% or 10%


P-value: The probability value of the test: This is the significance or unusualness of the sample data. The less usual the evidence, the smaller the p-value.








Decision Rules: 


We either accept or reject hypotheses, and we establish rules for acceptance or rejection. The standard rule is to reject the null if the data is less usual than we can tolerate – that is, the p-value is smaller than our choice of a (the level of significance).


Errors associated with Hypothesis testing:


Type I Error: Rejecting the null hypothesis when it is, in fact, true.


Type II Error: Accepting the null hypothesis when it is, in fact, false.


The probability of Type I error is just the level of significance, a.


The probability of Type II error is often denoted by b.


The probability of rejecting a false null hypothesis is


(1- b). This is known as the power of the test.





9.2 Tests of the Mean of a Normal Population: Population Variance Known


We need a distribution of the test of the mean to tell if the difference between the population mean m and the sample mean �EMBED Equation.3��� is significant. Note that random variables like the sample mean will follow a normal distribution. We know that the standard normal distribution has a mean of 0 and a standard deviation of 1. 





If a random variable x has a mean of 0 and a standard deviation of 1, then using Table 3, a value of 1.645 is unusually large. 95% of the time, we would expect a smaller value. We say that x = 1.645 is unusual at the 5% level of significance.





Application:


Suppose we have a random sample of n observations that are normally distributed with a population mean of m. Suppose we know the variance of the population �EMBED Equation.3��� but we don’t know m. We set up the null and the alternative hypotheses:


H0: m = m0


H1: m > m0


It can be shown that the statistic


z = �EMBED Equation.3��� 


is normally distributed with mean 0 and variance 1. We can test if �EMBED Equation.3���is statistically different from m0  by testing if z is statistically greater 0.





Decision rule: 


Reject H0 if


z = �EMBED Equation.3��� > za


where za is chosen so the test has the desired significance.  That is, reject H0 if “too large” for the chosen significance level.


Example:





The manager of Everglo light bulbs claims that the bulbs last 400 hours on average. To test this claim we test a sample of 100 bulbs and find that the average lifetime is 411 hours. It is known that the population standard deviation is 42.5 hours. Using a = 0.1 or 10%,


(i) One-sided test: 


H0: m = 400


H1: m > 400


z0.1 = 1.28


Decision rule: 


Reject H0 if 


z = �EMBED Equation.3��� > 1.28





z = 2.59 > 1.28.  Our decision is to reject the null hypothesis. The sample mean is “too far away” from 400.





(ii) Two-sided test: 


H0: m = 400


H1: m �EMBED Equation.3��� 400


za/2 = z0.05 = 1.645


Decision rule: 


Reject H0 if


�EMBED Equation.3��� > 1.645 





or 


�EMBED Equation.3��� < - 1.645





z = 2.59 > 1.645.  Our decision is to reject the null hypothesis. The sample mean is “too far away” from 400.





What is the p-value of the test? 


One-sided:


When za = 2.59, a = 0.0048. This is the p-value of the test, implying that the null hypothesis can be rejected against the one sided alternative at any level of significance greater than 0.48%.











Two-sided:


When za/2 = 2.59, a/2 = 0.0048. Therefore a = 0.0096, implying that the null hypothesis can be rejected against the two sided alternative at any level of significance greater than 0.9%.





Note:  The p-value is the smallest value of a for which we can reject the null hypothesis (that is, at which the test is significant).


Qn: 


State how changes in a affect (a) the rejection region (b) the probability of Type II error.


State whether you would reject or fail to reject the null hypothesis is each of the following cases:


(a) p-value = 0.02; a = 0.03.	(b) p-value = 0.001; a = 0.05.	(c) p-value = 0.1; a = 0.05





9.3 Tests of the Mean of a Normal Population: Population Variance Unknown


(i) Small Samples


We consider the case when the population variance or standard deviation is unknown. If the sample size is small, for example, less than 30, we can no longer use the formula in Section 9.2. Define the sample mean as�EMBED Equation.3���and the sample variance �EMBED Equation.3���. We can show that the statistic


  t =�EMBED Equation.3��� 


has the t distribution with (n-1) degrees of freedom. 





Decision Rules





One sided:


(i)


H0: m = m0  or H0: m �EMBED Equation.3��� m0 


H1: m  > m0


Reject H0 if 


t = �EMBED Equation.3��� > tn-1,a














(ii)


H0: m = m0  or H0: m �EMBED Equation.3��� m0 


H1: m < m0


Reject H0 if 


t = �EMBED Equation.3��� < - tn-1,a





Two sided








H0: m = m0


H1: m �EMBED Equation.3��� m0


Reject H0 if 


t = �EMBED Equation.3��� > tn-1,a/2





or


t = �EMBED Equation.3��� < - tn-1,a/2





Example:


A moving company is considering the purchase of a new van. They will purchase the van if it can be proved that its average miles per gallon is greater than 9. For a trial period of 18 days, the average miles per gallon was found to be 9.64. Is the observed average of 9.64 significantly different from 9? How would you advise the company? What formula would you use and why? What distribution of the test statistic would you use and why? Choose a = 0.05.


Solution:


We must use the formula �EMBED Equation.3��� because the population variance is not known; and we must use the t distribution because the sample size is small.


H0: m �EMBED Equation.3��� 9


H1: m > 9


t17,0.05 = 1.74


Reject H0 if 


t = �EMBED Equation.3��� > 1.74


t = 1.79 > 1.74. Reject H0. The average daily miles per gallon is greater than 9.





Large Samples.


If the sample size is large, say 30 or more, the central limit theorem allows us to use the formula in Section 9.2 (using the normal distribution) replacing the population standard deviation �EMBED Equation.3���with the sample standard deviation �EMBED Equation.3���. 





Section 9.4: Hypothesis Tests for the Variance and Standard deviation





Sometimes, we may be interested in testing hypotheses about the population variance or standard deviation. For example, let us assume that a production process produces 2-inch bolts. If the variation in this production process is zero, every bolt will be exactly 2 inches. In practice, however, we may be concerned that the variation in a production process exceeds some specified value. If this is proved to be correct, then we may want to shut down the plant and make adjustments that will reduce the excessive variation.





For tests of variation, we use a test statistic which is based on the following random variable:





�EMBED Equation.3���





where�EMBED Equation.3��� is the hypothesized population variance. If the null hypothesis is true, this random variable is distributed as a chi-square with n-1 degrees of freedom. Note that the chi-square distribution is skewed to the right. The tabled values of the chi-squared distribution are right-tailed areas (probabilities).





The variance of a population is very important in investment decision making. The risk of an investment is measured by the variance of the return on the portfolio in the past. In making inferences about the population variance or standard deviation, we will assume that the population is normally distributed.





Suppose we obtain a sample of n observations from a normal population. Let the sample variance be�EMBED Equation.3���. We want  to know if there is sufficient evidence to indicate that the population variance is statistically different from a specified value, say, �EMBED Equation.3���.





(i). One-tailed test 





H0 :�EMBED Equation.3���= �EMBED Equation.3���


	or	


H0 :�EMBED Equation.3����EMBED Equation.3����EMBED Equation.3���


H1 :�EMBED Equation.3���>�EMBED Equation.3���


Decision Rule:


Reject H0 if 	�EMBED Equation.3����EMBED Equation.3���





(ii). One-tailed test:





H0 :�EMBED Equation.3���= �EMBED Equation.3���


	or	


H0 :�EMBED Equation.3����EMBED Equation.3����EMBED Equation.3���


H1 :�EMBED Equation.3���<�EMBED Equation.3���


Decision Rule:


Reject H0 if 	�EMBED Equation.3����EMBED Equation.3���





(iii). Two-tailed test





H0 :�EMBED Equation.3���= �EMBED Equation.3���


		


H1 :�EMBED Equation.3����EMBED Equation.3����EMBED Equation.3���


Decision Rule:


Reject H0 if 	�EMBED Equation.3����EMBED Equation.3���, or





�EMBED Equation.3���>�EMBED Equation.3���





Example 1: Vitamix Dog Chow comes in 10-, 25- and 50-pound bags. The manufacturer is concerned about the variation in the weight of the 50-pound bags because he has recently acquired a new mechanical packaging device.  A random sample of 15 bags was obtained. For this sample, the mean weight was 50.15 pounds with a standard deviation of 1.65 pounds. The supervisor has been informed that the variation in the 50-pound bags must be no more than 0.5 pound. Is there any evidence that this is not the case?





Ans:





H0 :�EMBED Equation.3����EMBED Equation.3��� 0.5


H1 :�EMBED Equation.3���> 0.5


The test statistic is 


�EMBED Equation.3���=�EMBED Equation.3���= 152.5





From Table 5,�EMBED Equation.3���= 21.1. We reject the null hypothesis and conclude that the bagging procedure has too much variation in the weights of the bags.








9.5: Tests of the Population Proportion: Large Samples





In practical applications, we may want to test hypotheses about the proportion of events or members in a population. For example, we may want to know what proportion of Americans want Clinton impeached, what proportion of males are dead beat parents, or what proportion of BUEC 333 students are females.





Let the hypothesized population proportion be p, and the sample proportion be �EMBED Equation.3���.  If the sample size is large, then the random variable


z = �EMBED Equation.3��� follows a standard normal distribution. 





Note: The denominator is the standard error of the proportion.





(i). One tailed test


H0 : p = p0


or


H0 : p �EMBED Equation.3��� p0


H1 : p > p0


Decision Rule: Reject H0 if 


�EMBED Equation.3��� > za


�
 (ii). One tailed test


H0 : p = p0


or


H0 : p �EMBED Equation.3��� p0


H1 : p < p0


Decision Rule: Reject H0 if 


�EMBED Equation.3��� < - za





(ii). Two-tailed test


H0 : p = p0





H1 : p �EMBED Equation.3��� p0


Decision Rule: Reject H0 if 


�EMBED Equation.3���< - za/2


or





�EMBED Equation.3���>  za/2





Example: 





Appiatic Engineering manufactures plumbing parts. The company recognizes that there will some defective parts in each shipment. If the proportion of defects is 2% or less, the company is satisfied with a shipment’s quality.  In the last shipment of 1000 parts, 25 defective parts were discovered. Test the null hypothesis that the proportion of defective parts is equal to 2% against the alternative that it is greater than two percent. Choose a = 0.01. 





Solution:


 


We know: p = 0.02, �EMBED Equation.3���= 0.025, a = 0.01, z0.01 = 2.33.





H0 : p = 0.02





H1 : p > 0.02


Decision Rule: Reject H0 if z* > 2.33.


z* =�EMBED Equation.3��� =1.24.





Since the value of the test statistic is less than the critical value of 2.33, we fail to reject the null hypothesis. The quality of the company’s shipment meets the required standards.





9.8: Tests for Equality of Variances





In many practical business and economic applications, we may want to compare the variances of two normal populations. For example, we may want to compare the variation of two different production processes, or the risks of two investment portfolios (Which of the two investment plans is more risky?).  





When testing equality of variances of two normal populations, we use the ratio of the sample variances to derive the test statistic.  Let �EMBED Equation.3��� and �EMBED Equation.3��� be sample variances from two normal populations x and y; �EMBED Equation.3��� and �EMBED Equation.3��� the population variances, and nx and ny the sample observations. Then, the random variable





�EMBED Equation.3���





has the F distribution with (nx-1) numerator degrees of freedom and (ny-1) denominator degrees of freedom. If the null hypothesis of equal variances is true, then this ratio reduces to





F = �EMBED Equation.3���


Notes about the F distribution:





Like the chi-square curve, the shape of the F distribution is non-symmetric, skewed to the right, and the corresponding random variable is non-negative.


There are many F curves, depending on the sample sizes nx and ny. 


The shape of the F curve becomes more symmetric as the sample sizes nx and ny increase. The values in the F Table (Table 7) are right-tail areas (probabilities) only.


Always write the ratio such that the larger sample variance appears in the numerator.





(i). One tail test (Right)


H0 : �EMBED Equation.3����EMBED Equation.3��� �EMBED Equation.3���, 


		


H1 : �EMBED Equation.3��� >�EMBED Equation.3���,





F* = �EMBED Equation.3���


Reject H0 if F* > �EMBED Equation.3���.


(ii). One tail test (Left)


H0 : �EMBED Equation.3����EMBED Equation.3��� �EMBED Equation.3���, 


		


H1 : �EMBED Equation.3��� <�EMBED Equation.3���,





F* = �EMBED Equation.3���


Reject H0 if F* > �EMBED Equation.3���.





(iii). Two-tailed test


H0 : �EMBED Equation.3��� = �EMBED Equation.3���, 


		


H1 : �EMBED Equation.3��� �EMBED Equation.3����EMBED Equation.3���,





F* = �EMBED Equation.3���


where �EMBED Equation.3��� is the larger of the two sample variances.





Reject H0 if F* > F(nx-1),(ny-1),a/2. 





Example: Appiatic Engineering has two production processes that produce 2-litre containers. The supervising engineer suspects that the products delivered by Process A has more variation than those obtained by Process B. In other words, Process A is more likely to overfill or underfill the containers. The company’s statistician was able to obtain data on the performance of both Processes for a sample of 25 containers using Process A and 20 containers using Process B. The following are the sample data:





Process A�
Process B�
�
nA = 25�
nB = 20�
�
�EMBED Equation.3���= 31.8�
�EMBED Equation.3���= 32.1�
�
sA = 1.21�
sB = .72�
�



Using this summary information, can you confirm the supervisor’s suspicion? Use a = 0.05.





Ans: 


Formulate the null and alternative hypotheses:


H0 : �EMBED Equation.3��� �EMBED Equation.3����EMBED Equation.3���,


		


H1 : �EMBED Equation.3��� >�EMBED Equation.3���,





The decision rule is to reject the null hypothesis in favor of the alternative if F* exceeds the tabled F value.





(ii). Calculate the test statistic


F* = �EMBED Equation.3��� = 2.82


(iii). Find the tabled F value


F24,19,0.05 = 2.11





Conclusion: Because 2.82 > 2.11, we reject the null hypothesis. The supervisor is correct in his belief that the variation in the containers filled by Process A is greater than that of the containers filled by Process B.  





9.9 The Power of the Test





We know that by choosing the level of significance for a particular test, we have predetermined the probability of Type I error, that is, the probability of rejecting the null hypothesis when it is, in fact, true. We now ask the following question: What is the probability of accepting the null when it is false? That is, what is the probability of a Type II error? We denote this probability by b. (1-b) is referred to as “the power of the test”. The power of the test is the ability of the test to reject a false null hypothesis. Under normal circumstances, we prefer the power to be large.





[Show diagram].

















To find b:





Calculate z from the decision rule


E.g. (one tail), 





H0 :�EMBED Equation.3��� = 5


H1 :�EMBED Equation.3��� > 5


n = 16


�EMBED Equation.3���= 0.1


a = 0.05


z0.05 = 1.645 





D.R.:


Reject H0 if 


�EMBED Equation.3��� > 1.645


=>


Reject H0 if 


�EMBED Equation.3���  > 5.041





or, accept H0 if 


�EMBED Equation.3��� < 5.041





Now assume the true mean is 5.05. If we observe a sample mean less than 5.041 and accept the null hypothesis (given our decision rule), what is probability of a Type II error?


The probability of Type II error is given by 


Prob�EMBED Equation.3���


This is


b = Prob�EMBED Equation.3���


b =  Prob�EMBED Equation.3���


= 1 – 0.6406


= 0.359


The power of the test is then


(1 - b) = 0.6406.





Example 2: Two-tailed.


H0 :�EMBED Equation.3��� = 400


H1 :�EMBED Equation.3��� �EMBED Equation.3��� 400


n = 100


�EMBED Equation.3���= 50


a = 0.1; a/2 = 0.05


z0.05 = 1.645 





D.R.:


Reject H0 if 


�EMBED Equation.3��� > 1.645 or �EMBED Equation.3��� < - 1.645


=>


Reject H0 if 


�EMBED Equation.3���  > 408.225 or �EMBED Equation.3���  < 391.775





and accept H0 if 


�EMBED Equation.3��� is between 391.775 and 408.225








[Show diagram].





Now assume the true mean is 403. What is probability of rejecting the false null? 





For �EMBED Equation.3���  > 408.225:


 Prob�EMBED Equation.3���


This is


 Prob�EMBED Equation.3��� = Prob�EMBED Equation.3���





= 0.149





For �EMBED Equation.3���  < 391.775:


 Prob�EMBED Equation.3���


This is


 Prob�EMBED Equation.3��� = Prob�EMBED Equation.3���





= 0.0125





1-b is found by adding the two areas: 0.1492 + 0.0125 = 0.1617. This means that if the true mean is 403, the probability of making Type II error is 0.8383 or 1- 0.1617.








Qn: The what is the effect of changes in the sample size on (i) the power of the test? (ii) the rejection region?


