Chapter 12





12.1 Measures of Relationships





In Section 12.1 we attempt to measure how two random variables, X and Y are related. For example, we may want to investigate the relationship between interest rates and housing start, or between peoples’ ages and their investments in liquid assets. Do older people have higher proportions of their investments in liquid assets?





We may represent bivariate data by using a scatter diagram. If higher values of X are associated with higher values of Y, we say the two variables are positively correlated, or there is a positive correlation between the two variables. If higher values of X are associated with lower values of Y, we say the two variables are negatively related, or there is a negative correlation between the two variables. If we can not determine any definite pattern of association between the two variables, we say the two are not correlated. 





[Show diagrams].





Correlation: Correlation measures the direction and the strength of a linear association between two random variables. 





The absolute measure of this linear association is called the correlation coefficient, and is represented by the Greek letter r.


r  is  obtained by dividing the covariance between X and Y by the product of their standard deviations.





r  = �EMBED Equation.3��� = �EMBED Equation.3���.





The expression above contains unknown population quantities mx, my, sx, sy, and r but we usually have sample data. We use the sample correlation coefficient, r as an estimate of r. 





Calculating the sample correlation coefficient r.





Let Y  (x1, y1), (x2, y2), …, (xn, yn) denote a random sample of n pairs of observations on two random variables, X and Y. Then the sample correlation coefficient r can be computed as





r =�EMBED Equation.3���





Properties of the sample correlation coefficient:


The correlation coefficient r ranges from –1 to 1.


The larger the absolute value of r, the stronger is the relationship between X and Y.


r = 0 means that there is no linear relationship between X and Y.


r = 1 or r = -1 implies that there is a perfect linear relationship between the two variables, that is, the data points all lie on a straight line. 


�



Example: Suppose a real estate developer is interested in investigating the relationship between family income (X) in thousands of dollars and the square footage of their homes (Y) in hundreds of square feet. The developer selects a random sample of ten families in Vancouver and records the data as shown below. Determine the sample correlation coefficient between disposable income (X) and square footage. 
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Solution: n = 10;	�EMBED Equation.3���= 39.8;	�EMBED Equation.3���= 22.6;	�EMBED Equation.3���= 17,330;	


�EMBED Equation.3���= 5,370; 	�EMBED Equation.3���= 9,522





r =�EMBED Equation.3���= �EMBED Equation.3���





What does this mean? This means there is a strong positive correlation between family income and square footage.





�
Hypothesis testing:





We now want to test the null hypothesis of zero correlation between the two random variables between X and Y.





One tail – Right.





H0: r = 0


H1: r > 0





Decision Rule: 


Rject H0 if 


�EMBED Equation.3���> tn-2,a





One tail – Left.


H0: r = 0





H1: r < 0





Decision Rule: 


Rject H0 if 


�EMBED Equation.3��� < - tn-2,a





Two tail.


H0: r = 0





H1: r �EMBED Equation.3���0





Decision Rule: 


Rject H0 if 


�EMBED Equation.3���> tn-2,a/2





or


�EMBED Equation.3���< -tn-2,a/2





In our previous example:


�EMBED Equation.3��� = �EMBED Equation.3��� = 4.43





t8,.05 = 1.860. Reject H�0 at the five percent level. There is evidence to conclude that a strong positive relationship exists between income and home size.





�
12.3 The Simple Linear Regression Model





Correlation analysis does not imply causation or dependency. In regression analysis, we determine the dependency of one variable on another. For the sake of simplicity, we assume a linear relationship between the two variables.  In regression analysis, we attempt to answer the following question: Given that the random variable X takes on a specific value, what is the expected value of the random variable Y? This question can be answered by fitting through the data points.  





In a simple linear regression model, we use only one predictor variable, X, to predict the behavior of the another variable, Y. We call X the independent or explanatory variable, and Y the dependent variable.





We may write the expectation of Y given that X = x as �EMBED Equation.3��� = y =a + bx. 


[Show diagram]





a = intercept of the line through the scatter plot of X and Y. 


b = slope or the expected marginal change in Y per unit change in X.


Y = dependent variable


X = independent variable.





The error term 





No theoretical model will hold exactly. The observed value of Y may deviate from its expected value for any given value of X. We denote this random variation by ei. This is what we call the error term. The error term captures the effects of other predictor variables not contained in the model. The population linear regression model then becomes





Yi  =a + bXi + ei





a + bXi is the deterministic portion of the model, and ei is the random portion.





12.4 Least Squares Estimation





Since one would not be able to determine the population regression line precisely, it is necessary to estimate it. That is, we use sample data to estimate the population regression parameters a and b so that we can draw a straight line that best fits the data points. Let a and b be the estimates a and b, respectively. The sample regression model is then given by





Yi  = a + bXi + ei





where ei is the error of estimation, or the residual of the regression, and the sample regression line is





Yi  = a + bXi .





Why?





To find the estimates of a and b, we use a procedure called the method of least squares. This method finds the estimates a and b such that the sum of the squared residuals is minimum. The sum of squared residuals is given by


�EMBED Equation.3���= �EMBED Equation.3���


Minimizing this expression by choosing a and b gives the following formulas for a and b: 


b = �EMBED Equation.3���





a = �EMBED Equation.3���.








Example: Using the method of least squares, estimate the sample regression line for the real estate data we used in the example on correlation analysis. Interpret your results.





Solution:
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Solution: n = 10;	�EMBED Equation.3���= 39.8;	�EMBED Equation.3���= 22.6;	�EMBED Equation.3���= 17,330;	


�EMBED Equation.3���= 5,370; 	�EMBED Equation.3���= 9,522





b =�EMBED Equation.3���= �EMBED Equation.3���





a = �EMBED Equation.3��� = 22.6 – (.354)(39.8) = 8.51.





The sample regression line is 





�EMBED Equation.3���= 8.51  + 0.354X





What does it mean?





In the sample data, a $1000 increase in family income (if X increases by 1 unit) is accompanied by an  increase of 35.4 square feet in home size (Y increases by .354), on the average. The intercept, a, has no real economic meaning in this context. Theoretically, it is the average home size when family income is zero.�



Notes:


1. Whenever X = �EMBED Equation.3���, Y = �EMBED Equation.3���so the regression always goes through the means of X and Y.


2. The least squares method automatically sets the sum of squared residuals to zero. Thus, the estimated regression line splits the scatter diagram of observed points so that positive errors always cancel out negative errors.





12.5 The Standard Assumptions of the Linear Regression Model





The Xs are fixed numbers, or are observations of random variables that are independent of the error terms.


The error terms ei are random variables with mean zero. E(ei) = 0. This is the assumption of normality of the error terms, and is the key assumption behind the linear regression model.


The error terms all have the same variance. Var(ei)  = E(�EMBED Equation.3���) = �EMBED Equation.3���. 


The error terms are independent of (not correlated with) each other. 





Qn: What assumptions need to be made about the error component of a linear regression model in order that stastistical inference can be made based on the estimates?





12. 6: The Gauss-Markov Theorem


Why is the least squares method for the estimation of a population regression line so popular?. The answer lies in the Gauss-Markov theorem The theorem states that if all the four assumptions for the linear regression hold, then of all the possible estimators of the population parameters that are linear in Y and are unbiased, the estimates obtained by the least squares method have the minimum variance. (We have not talked about the variance of the estimators yet). Least squares estimates are the best, linear, unbiased estimators (BLUE). The theorem is very important in regression analysis because we are able to obtain valid predictions on Y based on the least squares estimates.





12.7 Explanatory Power and the R2.


Why do we do regression analysis? To explain the behavior of Y by using information on X. How do we know how successful we have been? We find the proportion of the variation in Y that we have been able to account for by the regression line.





[Show diagram]
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�				        Y = a + bX	


�   Y





�  �EMBED Equation.3���





�   �EMBED Equation.3���
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Total variation in Y = Explained Variation + Unexplained Variation





Explained Variation or Regression Sum of Squares (SSR) = �EMBED Equation.3���


Unexplained Variation or Error Sum of Squares (SSE) = �EMBED Equation.3���


Total Variation or Total Sum of Squares (SST) = �EMBED Equation.3���


Coefficient of Determination (R2) = �EMBED Equation.3���. The coefficient of determination or R2 measures the sample variation in Y that has been explained by its linear association with X. 


In a simple linear regression model, the R2 is simply the square of the sample correlation coefficient r.





12.8: Confidence Intervals and Hypothesis Testing





To construct confidence intervals and do hypothesis testing (of the population slope), we first have to find an estimate of the error variance, �EMBED Equation.3���. An unbiased estimate of the error variance is provided by





�EMBED Equation.3��� = �EMBED Equation.3��� = �EMBED Equation.3���.





Let b be the estimate of the population slope b. If all our for assumptions hold, then an unbiased estimator of the variance of the population slope, �EMBED Equation.3��� is 





�EMBED Equation.3���= �EMBED Equation.3���.





For example, given the following information:





b = 0.354; SSE = 435,799; n = 22; �EMBED Equation.3���= 10,777; �EMBED Equation.3���= 2,599,715,000.





The estimated variance of the error term is 





�EMBED Equation.3��� = �EMBED Equation.3��� = �EMBED Equation.3���= 21,789.95





Var(b) = �EMBED Equation.3���= �EMBED Equation.3��� = �EMBED Equation.3���= 0.0006388


And





sb = �EMBED Equation.3���= 0.253.





Confidence intervals for the population slope: 





If the all assumptions about the error terms hold, then a 100(1- a)% confidence interval is given by





b – tn-2,a/2sb < b < b + tn-2,a/2sb





E.g., 99% Confidence interval:





Then a = 1%; a/2 = 0.005; t20,0.005 = 2.845. 





.3815 – (2.845)(0.253) < b < .3815 + (2.845)(0.253)





.3095 < b < 0.4535





Inferences about the Population slope: 





How can we tell if our estimates are statistically different from a hypothesized value? For example, how can we test if our slope estimate is statistically different from zero? In other words, how do we test if the independent variable X is a good predictor variable of Y?





H0: b = b0.


H1: b > b0.





The decision rule is to reject H0 in favor of H1 if


t = �EMBED Equation.3��� > tn-2,a.


E.g.,


H0: b = 0.


H1: b�EMBED Equation.3���0.





E.g., Given n = 4, b = -.382; sb = 0.97; a = 0.05; t2,0.025. = 4.303





Reject if t = �EMBED Equation.3��� > tn-2,a/2 or t = �EMBED Equation.3��� < - tn-2,a/2.





t = �EMBED Equation.3��� = - 3.94. Fail to reject the null hypothesis. X is not a good predictor variable of Y.





 


