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Abstract

For a variety of applications, especially for use in wireless devices with limited power, memory, and CPU capacity, it is desirable to have a fixed, low bit-depth integer codec implementation.  Integer-only codecs are also needed if a fully lossless mode is required.  A key obstacle to achieving these goals for transform-based video codecs is the nature of the transform; all others aspects of video coding can generally be maintained to satisfy a fixed low bit-depth (e.g., 16 bits).  Most transforms require floating point operations, e.g., the true discrete cosine transform, DCT, is a floating-point transform. A variety of integer approximations to the DCT have been proposed in the literature, and are used in various formulations of existing standards (e.g., JPEG onwards).  These approximations differ in the complexity of implementation, accuracy of approximation to the true DCT, and compression performance.  In this document, we propose a new approximation to the DCT, named binDCT, which is fully invertible for lossless coding, requires no multiplications (only bit-shifts and adds), yet offers operating points within the accuracy, complexity, and performance trade space which were previously unavailable.  Furthermore, a family of increasingly sophisticated solutions is available which offers performance/complexity scalability.  Our DCT solution maintains 13 bits for 9-bit input, and thus offers the opportunity to build the entire H.26L codec in a 16-bit architecture.  The quantization of transform coefficients is also treated in this document.

This document mainly addresses the 4x4 transform that is at the heart of the existing H.26L codec.  However, methods such as adaptive block transforms call for other block transform sizes such as 8x8 and 16x16.  We also have binDCT solutions for both of these sizes.  The 8x8 binDCT preserves 15 bits for a 9-bit input, and the 16x16 binDCT preserves 17 bits for a 9-bit input.  The latter can also be made to preserve 16 bits by applying a variety of available methods such as scaling, statistical sampling, and approximation. Our solutions have complexity, accuracy and performance advantages over other approximate DCT solutions recently proposed for these applications [6 - 8], which will be explored elsewhere.  For now, we briefly present our 8x8 and 16x16 solutions diagrammatically without further analysis.

Introduction

A lifting-based fast approximation of the 4-point DCT, named the binDCT, is proposed for the H.26L standard, which can be implemented with only addition and right-shift operations. The binDCT can be well fitted into a 16-bit architecture and has the same performance as that of the integer transform used in the current H.26L test model. Most of the quantization can also be implemented with 16-bit operations, except the RD-optimized quantization. The proposed binDCT is implemented within TML 5.2, and its performance is demonstrated.

1. Review of the integer DCT in the current H.26L test model

1.1. Integer DCT in TML 5.2
This section summarizes the integer transform and the corresponding quantization strategy used in the H.26L test model 5.2 [1].

The forward integer transform used in the current H.26L test model is as follows:

A = 13a + 13b + 13c + 13d,

B = 17a +  7b -  7c - 17d,

C = 13a - 13b - 13c + 13d,

D =  7a - 17b + 17c -  7d,


where a, b, c, and d are 4 input pixels. The inverse transformation of transform coefficients a,b,c,d into 4 pixels a',b',c',d' is defined by:

a' = 13A + 17B + 13C +  7D,

b' = 13A +  7B - 13C - 17D,

c' = 13A -  7B - 13C + 17D,

d' = 13A - 17B + 13C -  7D.


This method is a scaled version of the Chen-Wang factorization of the DCT matrix [2] [3]. The relation between a and a' is: a' = 676a. Besides, after 2-D transform, the integer transform coefficients are about 676 times the true DCT coefficients.  This scaling is then compensated in various quantization and dequantization steps.

1.2 Quantization in TML 5.2

There are 32 different QP values used in the current H.26L. The total range of step size from smallest to largest is about the same as for H.263. The QP signalled in the bitstream applies for luma quantization / dequantization.  This is called QPluma.  For chroma quantization / dequantization a different value - QPchroma - is used.  The relationship between the two is:

QPluma   0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

QPchroma 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 17 18 19 20 20 21 22 22 23 23 24 24 25 25

When QP is used in the following it means QPluma or QPchroma depending on what is appropriate.

Two arrays of numbers are used for quantization/dequantization:

A(QP=0,..,31) =

{620,553,492,439,391,348,310,276,246,219,195,174,155,138,123,110,98,87,78,69,62,55,49,44,39,35,

31,27,24,22,19,17},

B(QP=0,..,31) =

{3881,4351,4890,5481,6154,6914,7761,8718,9781,10987,12339,13828,15523,17435,19561,21873,24552,27656,30847,34870,38807,43747,49103,54683,61694,68745,77615,89113,100253,109366,126635,141533}.

The relation between A() and B() is: A(QP)xB(QP)x6762 = 240.

Given this notation, a transform coefficient K is quantized in the following way:

LEVEL = (KxA(QP) + fx220)/220;     |f| is 1/3 for intra and 1/6 for inter blocks and f has the same sign as K.

Given the quantized result LEVEL, the dequantization is performed by:

K' = LEVELxB(QP)

In summary, let Y be the 4x4 input pixels, and K0 be one of its true 2-D DCT coefficients, then the relationship between K0 and the corresponding 2-D integer transform coefficient K is approximately:

K ( 676 K0

After quantization:

LEVEL ( K x A(QP) / 220 ( 676 x K0 x A(QP) / 220,

After dequantization, the reconstructed signal for K is:

K' ( LEVEL x B(QP)  ( 676 x K0 x A(QP) x B(QP) / 220,

The 2-D inverse transform introduces another factor of 676, therefore the reconstructed pixel is:

Y'’ ( 6762 x Y’ x A(QP) x B(QP) / 220,
Where Y’ is the reconstructed pixel by the true DCT. Since the arrays A and B are designed such that A(QP) x B(QP) x 6762 = 240,  we therefore have 

Y’’ ( Y’ x 220. 

Thus a down-shift of 20 bits (with rounding) is needed. 

It can be seen from the above that the equivalent quantization stepsizes for the true DCT coefficients are: 

220 / (676 x A(QP)). 

When QP changes from 0 to 31, the stepsizes are:

DCTQ(QP=0,..,31) =

[2.5019,    2.8050,    3.1527,    3.5334,    3.9671,    4.4573,    5.0037,    5.6201,

6.3055,    7.0829,    7.9546,    8.9146,    10.0074,   11.2402,   12.6110,   14.1013,

15.8280,   17.8293,   19.8865,   22.4804,   25.0185,   28.2027,   31.6561,   35.2534,

39.7730,   44.3185,   50.0370,   57.4499,   64.6312,   70.5067,   81.6394,   91.2440];

There is an increase of about 12% from one stepsize to the next one.

2. The binDCT

2.1 Chen-Wang Algorithm of the DCT and the Lifting Scheme

The proposed binDCT is also based on the well-known Chen-Wang plane rotation-based factorization of the DCT matrix [2] [3]. For 4-point DCT, their factorization is shown in Fig. 1.
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Fig 1. Plane rotation-based factorization of the 4-point DCT.

where c( and s( mean cos(() and sin((), respectively.  Note that a uniform scaling factor of 1/sqrt(2) is required at the end of the signal flow to get the true DCT coefficient.

The plane rotations in this factorization are the main difficulty for the 16-bit implementation of the 4-point DCT. In this proposal, the lifting scheme [4] will be used to obtain a fast approximation of the DCT.  Fig. 2 illustrates the decomposition of the plane rotations in Fig. 1 by three lifting steps, as shown in [4]:
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Fig 2. (a) Representation of a plane rotation by 3 lifting steps. (b) Inverse transform.

Each lifting step is a biorthogonal transform, and its inverse also has a simple lifting structure, as shown in Fig. 2(b). This means that to inverse a lifting step, we simply need to subtract out what was added in at the forward transform. Hence the original signal can still be perfectly reconstructed even if the floating-point multiplication results in the lifting steps are rounded to integers, as long as the same procedure is applied to both the forward and inverse transform. This is the basis for many lifting-based lossless transforms.

To obtain fast implementation, we can further approximate the floating-point lifting coefficients by hardware-friendly dyadic values (i.e., rational numbers in the format of k/2m, where k and m are integers), which can be implemented by only shift and addition operations. This also enables the transform to be implemented with a narrower data bus than the original method.

2.2 The scaled Lifting Structure

To further reduce the complexity of the lifting-based fast DCT, we use a scaled lifting structure to represent the plane rotation, as proposed in [5]. The general structure is given in Fig. 3 (a) and (b), where a general butterfly (not necessarily an orthogonal plane rotation) is represented by 2 lifting steps and 2 scaling factors. The two scaling factors can be absorbed in the quantization stage, thus only 2 lifting steps are left in the transform, making it more efficient than the representation in Fig. 2.

The parameters in Fig. 3(b) are given by:

p = r12  / r11,

u = r11  x r21 / (r11  x r22 – r21  x r12),

K1 = r11,

K2 = (r11  x r22 – r21  x r12) / r11.

If the parameters in Fig. 3(a) are orthogonal plane rotation, as shown in Fig. 3(c), its scaled lifting structure can be represented as in Fig. 3(d). As noted in [5], for rotation angles close to (k+1/2)(, this scaled lifting structure is sensitive to finite-length approximations, and it also increases the dynamic range of the intermediate results. However, it can be shown that in this case, a permuted version of the scaled lifting structure will lead to a more robust result, and the dynamic range is also minimized. The permuted rotation and its corresponding scaled lifting structure are illustrated in Fig. 3(e) and (f).
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Fig. 3. (a) A general rotation; (b) The scaled lifting structure for (a);  (c) An orthogonal plane rotation; (d) The scaled lifting structure for (c); (e) The permuted version of (c); (f) The scaled lifting structure for (e).

2.3 General Structure of the binDCT

From the above results, we can obtain the general structure for the lifting-based 4-point DCT, denoted by binDCT. The forward and inverse transforms are given in Fig. 4. The rotations of (/4 and 3(/8 are both represented by 2 lifting steps. Note that the permuted scaled lifting structure is used for 3(/8, and because of the butterflies, a scaling factor of 2 is introduced after the inverse transform, which can be compensated by a right-shift.
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Fig. 4 (a) Forward transform of the 4-point binDCT; (b) Inverse transform of the 4-point binDCT.

	binDCT Config.
	-
	1
	2
	3
	4

	P
	0.41421356237310
	7/16
	3/8
	1/2
	1/2 

	U
	0.35355339059327
	3/8
	3/8
	3/8
	1/2 

	Number of Shifts
	-
	5
	5
	4
	3

	Number of Adds
	-
	10
	10
	9
	8

	Coding Gain (dB)
	7.5701 (true DCT)
	7.5697
	7.5566
	7.5493
	7.5485


Table 1. Some configurations of the binDCT and their performances.

Table 1 tabulates the floating-point values of the parameters p and u in Fig. 4, as well as some of their dyadic approximations, which allow for fast implementations with only shift and addition operations. The coding gains of the floating-point 4-point DCT and various binDCT configurations are also presented in Table 1, showing that the binDCT is very close to the true DCT in terms of the energy compaction capability. 

The first configuration in Table 1 with p = 7/16 and u = 3/8 will be used in the following tests, which requires 5 shifts and 10 additions. As a comparison, the integer transform in the current TML 5.2 needs 6 fixed-point multiplications and 8 additions. Note that 7/16x can be implemented as 1/2x – 1/16x, and 3/8x can be obtained by 1/2x – 1/8x. That is, only right-shifts are involved, which minimizes the dynamic ranges of the intermediate results. The forward and inverse transforms for this configuration are (without considering the scaling factors):

Forward transform = 
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Inverse transform = 
[image: image6.wmf]ú

ú

ú

ú

û

ù

ê

ê

ê

ê

ë

é

-

-

-

-

-

-

8

/

3

1

1

2

/

1

128

/

107

1

16

/

7

2

/

1

128

/

107

1

16

/

7

2

/

1

8

/

3

1

1

2

/

1

.

2.4. Scaling Factors and Quantization

The scaling factors in Fig. 4 are incorporated into the quantization. The 1-D scaling vector is:

S1 =  [ 0.50000000000000   0.76536686473018   1.00000000000000   0.65328148243819],

and the corresponding 2-D binDCT scaling matrix is 

S2 = S1T x S1 = 
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where S1T is the transpose of S1.

It can be verified that if X is a given 4x4 image block, and Y is its true 2-D DCT transform, the relationship between the binDCT transform coefficient Yb and Y is:

Y = Yb ( S2,

where ( represents entry-wise multiplications between two matrices.

In the current H.26L test model, the integer transform has a uniform scaling factor for all transform coefficients, which is no longer true in the binDCT, because of the 2-D scaling matrix S2. Hence, to maintain the compatibility of the binDCT and the true DCT, a quantization matrix Qb should be applied to the binDCT results, whose elements are defined as:

Qb(i, j) = DCTQ(QP) / S2(i, j),   i, j = 1 to 4.

where DCTQ is the equivalent quantization stepsize for the true DCT coefficients, as derived in the first section.

Note that the quantization matrix is determined by both the binDCT scaling matrix and the QP value. Since the first frame could have different QP value from other frames, and QPluma and QPchroma might be different, two quantization matrices should be defined for each frame --- Qbchroma for the chroma quantization and Qbluma for the luma part. These two matrices should be updated after the processing of the first frame, if the QP of the remaining frames is different from the first frame.

The vector DCTQ and the binDCT scaling matrix S2 have floating-point entries. In implementation, two methods can be used to obtain integer quantization matrix. In the first method, floating-point operations can be used to obtain the floating-point values of Qb from DCTQ and S2, these results can then be rounded into integers. 

In order to generate the quantization matrix with 16-bit fixed-point operations, we can scale DCTQ by a factor of 8, and 1 / S2(i,j) by a factor of 16, for i, j = 1 … 4. The results are then rounded to integer and stored as look-up tables. Denote the integer results of the scaled DCTQ and 1/S2 by SDCTQ and SS2, the integer binDCT quantization table can be computed by 16-bit operations as:

Qb(i, j) = (SDCTQ(QP) * SS2(i, j) + 64) / 128,   i, j = 1 to 4.

Both Qbchroma  and Qbluma can be performed in this way. 

This scaling approach introduces some round-off errors for the binDCT quantization table, compared with the quantization stepsizes used by the current TML, especially for smaller QP. However, experiments show that the effect is negligible for QP >= 8.

After the quantization matrix is obtained, the quantization can be performed in a similar way to the current integer transform. That is,

LEVEL(i, j) = ( Yb(i, j) + f x Qb(i, j) ) /  Qb(i, j);

To speed up the quantization, the f x Qb(i, j), i, j = 1 … 4 can be calculated in advance, after the quantization matrix Qb is available. In the current H.26L test model, f can be one of 3 values: 1/3 for intra blocks, 1/6 for inter blocks, and 0.45 for RD-optimized quantizations. As a result, 8 4x4 look-up tables can be defined for the quantization of each frame, storing Qbchroma, 1/3Qbchroma, 1/6Qbchroma, 0.45Qbchroma, Qbluma, 1/3Qbluma, 1/6Qbluma, and 0.45Qbluma, respectively, where the 0.45Qb can be obtained by Qb/2 – Qb/20.

Since B-frames are introduced in the latest TML 5.9, more quantization tables are needed to take care the QP value for B frames.

The dequantization is simply performed by 

Yb’(i, j) = LEVEL(i, j) * Qb(i, j).

2.5 Dynamic Range Analysis

The elimination of the floating-point and fixed-point multiplications enables the binDCT to be implemented with narrower data bus than other fast algorithms. 

After the prediction, the input data to the binDCT are 9-bit signed integers, ranging from -255 to 255. To check the dynamic range of the binDCT, we examine the signs of the binDCT coefficients and find out the set of input data which would generate the maximum or minimum outputs in different binDCT subbands. For example, the second row of the forward binDCT used in this proposal is:

[107/128        3/8         -3/8       -107/128],

thus the input x = [255, 255, -255, -255] will generate the maximum output for the second binDCT coefficient, and x = [-255, -255, 255, 255] will give its minimum. 

It may appear that intermediate calculations, which amount to multiplying numbers such as 107x255, would lead us outside a desired low-bit range (e.g., beyond 16-bits).  However, given our method of calculating these transforms in terms of cascaded lifting steps, these multiplications never take place.  We are able to verify that the entire calculation, beginning to end, stays within 13 bits, as shown in figure 5. In general, as all lifting parameters in the binDCT are less than 1, they can be implemented with addition and right-shift operations, which can minimize the intermediate dynamic range. Furthermore, since the first row has the maximum absolute sum, the dynamic range of the binDCT is therefore determined by the DC subband.
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Figure 5.  Dynamic range of intermediate calculations for our 1-D 4-point binDCT.  The numbers in brackets give the worst case range, and numbers in parentheses give the bit depth.  The 1D transform thus maps 9-bit integers to 11-bit integers.  The 2D transform takes 9-bits to 13-bits.

It can be verified that given the input range of [-255, 255], the 1-D binDCT outputs are within [-1020, 1020], which requires 11 bits to represent. The range of the 2-D binDCT output is [-4080, 4080], which needs 13 bits. If all the lifting parameters are implemented with only right shifts, the intermediate results are less than the final results in the worst cases. Therefore, the binDCT transform can be well fitted into 16-bit architecture.  The implementation of figure 5 in C is shown below.

/*  Horizontal transform */

for (i=0;i<4;i++)

{

M5[0]= M0[i][ii][0][jj] + M0[i][ii][3][jj];

M5[3]= M0[i][ii][0][jj] - M0[i][ii][3][jj];

M5[1]= M0[i][ii][1][jj] + M0[i][ii][2][jj];

M5[2]= M0[i][ii][1][jj] - M0[i][ii][2][jj];

M0[i][ii][0][jj] = M5[0] + M5[1];

M0[i][ii][2][jj] = (M0[i][ii][0][jj] >> 1) - M5[1];




M0[i][ii][3][jj] = ((M5[3] >> 1) - (M5[3] >> 4)) - M5[2];

M0[i][ii][1][jj] = M5[3] - ((M0[i][ii][3][jj] >> 1) - (M0[i][ii][3][jj] >> 3));

}

2.6 Rate Distortion constrained quantization (RDQ)

The current RD-constrained quantization function needs some modifications to be used in the binDCT framework. The main reason is that in the current integer transform, the quantization stepsize is uniform for all coefficients; therefore the RDQ function doesn’t need to know the coordinates of each coefficient after the zigzag scanning. However, to use the binDCT, we have to pass the scanning pattern information to the RDQ functions, so that it can apply the correct quantization stepsizes for different binDCT coefficients. This can be done by simply passing to the RDQ function the pointer to the scanning pattern table, which could be single scan or double scan, depends on the current modes. For the quantization of the 2x2 chroma DC, this pointer is not used.

Within the RDQ function, the program needs to check the intra or inter mode to decide whether to use Qbluma or Qbchroma (including 1/3Qb or 1/6Qb). Besides, the pointer to the Qb table should be returned to the binDCT routine for the dequantization processing.

The quantization decisions in the new RDQ functions are similar to the one in the current test model. The only difference is in the calculation of the RD_gain. When the program scans through all coefficients and accumulates the 'RD_gain' by representing a coefficient by a nonzero reconstruction, a factor of 64 is introduced so that integer calculations may be used. The formula is:

RD_gain = 64x(Bits + (x((K' - Level)2 - K'2)) = 64x(Bits + (x(Level2 – 2xK'xLevel) ) 

= 64xBits + (xLevelx(64xLevel – 128xK') = 64xBits + (xLevelx(64xLevel-KxA(QP)/213)

where K is a transform coefficient, and K' is a floating-point representation of the quantized result of K.

In binDCT, this is simply

64xBits + (xLevelx(64xLevel – (128 x K) / bquant)
where bquant is the quantization stepsize corresponding to K, obtained from the current Qb table.

This is the only part that couldn’t be implemented with 16-bit operations. If RD-constrained quantization is not desired, the whole DCT and quantization can be implemented with 16-bit architecture.

2.7 Alternative binDCT structures:

There are some other alternatives to the aforementioned binDCT structures. In Fig. 6 (a), the rotation angle of 3(/8 is implemented as 3 lifting steps. Compared with Fig. 4 (a), this structure needs a little more operations, but has nicer scaling factors. Some configurations of this kind of binDCT are shown in Table 2.

In Fig. 6 (b), we replace the butterflies by lifting steps, which allow easier integer to integer mapping. The inverse transform is simplified, because in the previous structures, the inverse transform has to take care of the downscaling caused by the butterflies.
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Fig. 6. Two alternative structures for the binDCT.

	Config. For Fig. 4 (a)
	-
	1
	2
	3
	4

	P1
	-0.66817863791930
	-5/8
	-5/8
	-5/8
	-3/4

	U
	0.92387953251129
	1
	1
	7/8
	1

	P2
	-0.66817863791930
	-21/32
	-5/8
	-5/8
	-3/4

	Number of Shifts
	-
	6
	5
	6
	5

	Number of Adds
	-
	12
	11
	12
	11

	Coding Gain (dB)
	7.5701
	7.5685
	7.5649
	7.5560
	7.5030


Table 2. Some configurations of the binDCT in Fig. 4 (a) and their performances.

3. BinDCT for sizes 8x8 and 16x16

We have fast, multiplierless solutions for the sizes 8x8 and 16x16 as well, which are briefly summarized in the following figures 7 and 8.  As mentioned, these can be used if DCTs of these sizes are required. 
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Figure 7.  An 8x8 binDCT example, from [9].  All special constants are dyadic rationals.
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Figure 9.  A 16x16 binDCT example, from [9].

4. Experimental Results

The attached results are obtained with 100 frames of various test sequences, running on a PC with Pentium III 550MHz CPU and Windows 2000 OS. 

In the implementation of the inverse binDCT transform, if all the AC coefficients are zero, the inverse transform is bypassed and all the outputs are set to one half of the DC coefficients. This can make the inverse transform a slightly faster.

In the following tests, we encode and decode a sequence with two different methods, and measure their difference in term of PSNR Y and the compressed bit rate.

First, we compare the two ways of obtaining the quantization table for the binDCT. The first method use floating-point operations to get the floating values of the entries in the quantization table, then round them to integer. In the second method, we start from the scaled true DCT quantization stepsize DCTQ and the binDCT scaling matrix S2, and compute the quantization matrix with 16-bit operations. 

The result with the Foreman sequence shows that for Q>=8, the maximum difference is 0.212% for PSNR and 2.213% for compressed bit rate, which are quite small. Therefore, the 16-bit implementation of the quantization matrix is used for the following tests.

The comparison between binDCT and the integer transform for 4 sequences show that for QP >= 8, the maximum difference between the two methods is 0.35% for PSNR and 3.6% in bit rate. When QP >= 16, most of the bit rate changes are less than 1.5%. Therefore they have very similar performance. This agrees well with our design target of providing compatible outputs after quantization.

4. Conclusion

A lifting-based fast approximation of the 4-point DCT, named the binDCT, is proposed, which can be implemented with only addition and right-shift operations. The binDCT can be well fitted into 16-bit architecture. Most of the quantization can also be implemented with 16-bit operations, except the RD-optimized quantization. Experimental results show that the binDCT has the same performance as the integer transform used in TML 5.2.
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Experimental Result 1. Comparison of two methods of obtaining quantization table for binDCT

	Foreman.qcif
	QP
	PSNR Y
	PSNR U
	PSNR V
	Bit Rate

(bpp)
	Change of PSNR Y (%)
	Change of Bit Rate (%)

	BinDCT_intQ
	8
	42.55
	44.32
	46.29
	569439.31
	-
	-

	
	16
	36.69
	39.88
	41.77
	156044.41
	-
	-

	
	20
	34.05
	38.57
	40.17
	89662.50
	-
	-

	
	24
	31.42
	37.37
	38.50
	55437.60
	-
	-

	
	28
	28.44
	36.56
	37.34
	38102.10
	-
	-

	BinDCT_fltQ
	8
	42.46
	44.24
	46.27
	557352.63
	-0.212
	-2.123

	
	16
	36.72
	39.91
	41.80
	158942.70
	0.0818
	1.8573

	
	20
	34.03
	38.58
	40.18
	88812.00
	-0.059
	-0.949

	
	24
	31.39
	37.35
	38.47
	55594.50
	-0.095
	0.283

	
	28
	28.48
	36.51
	37.31
	38654.10
	0.1406
	1.4487
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Experimental Result 2: Foreman.qcif

	Foreman.qcif
	QP
	PSNR Y
	PSNR U
	PSNR V
	Bit Rate

(bpp)
	Encoding

Time

/frame (ms)
	Decoding Time

/frame (ms)
	Change of PSNR Y 
	Change of Bit Rate

	TML5.2
	8
	42.43
	44.24
	46.31
	549533.38
	2001.54
	147.01
	-
	-

	 
	16
	36.72
	39.86
	41.74
	157279.20
	1926.42
	122.82
	-
	-

	
	20
	34.01
	38.53
	40.19
	89319.90
	1889.85
	112.14
	-
	-

	
	24
	31.38
	37.42
	38.54
	55912.20
	1859.69
	103.19
	-
	-

	
	28
	28.43
	36.44
	37.35
	38341.50
	1842.83
	95.74
	-
	-

	BinDCT
	8
	42.55
	44.32
	46.29
	569439.31
	1999.38
	142.49
	0.2828
	3.6223

	
	16
	36.69
	39.88
	41.77
	156044.41
	1931.09
	112.02
	-0.082
	-0.785

	
	20
	34.05
	38.57
	40.17
	89662.50
	1882.20
	103.29
	0.1176
	0.3836

	
	24
	31.42
	37.37
	38.50
	55437.60
	1854.68
	95.49
	0.1275
	-0.849

	
	28
	28.44
	36.56
	37.34
	38102.10
	1835.62
	92.19
	0.0352
	-0.624
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Experimental Result 3: Container.qcif

	Container

.qcif
	QP
	PSNR Y
	PSNR U
	PSNR V
	Bit Rate

(bpp)
	Encoding

Time

/frame (ms)
	Decoding Time

/frame (ms)
	Change of PSNR Y 
	Change of Bit Rate

	TML5.2
	8
	42.56
	46.32
	46.45
	239574.59
	1938.42
	102.99
	-
	-

	 
	16
	36.80
	41.82
	41.59
	57292.20
	1891.24
	77.65
	-
	-

	
	20
	34.10
	40.02
	39.91
	29769.30
	1810.30
	71.15
	-
	-

	
	24
	31.27
	38.26
	38.00
	17694.60
	1737.98
	68.10
	-
	-

	
	28
	28.42
	37.17
	36.81
	11169.60
	1676.41
	66.84
	-
	-

	binDCT
	8
	42.62
	46.35
	46.44
	247824.91
	1934.04
	103.42
	0.141
	3.4437

	
	16
	36.76
	41.76
	41.58
	56383.50
	1883.59
	74.90
	-0.109
	-1.586

	
	20
	34.11
	40.06
	39.82
	29730.90
	1800.01
	71.55
	0.0293
	-0.129

	
	24
	31.27
	38.25
	38.04
	17835.60
	1729.68
	67.46
	0
	0.7969

	
	28
	28.52
	37.17
	36.91
	11055.90
	1661.56
	65.02
	0.3519
	-1.018
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Experimental Result 4: News.qcif

	News

.qcif
	QP
	PSNR Y
	PSNR U
	PSNR V
	Bit Rate

(bpp)
	Encoding

Time

/frame (ms)
	Decoding Time

/frame (ms)
	Change of PSNR Y 
	Change of Bit Rate

	TML5.2
	8
	43.52
	45.55
	46.24
	259233.91
	1777.67
	99.07
	-
	-

	 
	16
	37.49
	40.56
	41.32
	96999.90
	1765.65
	81.24
	-
	-

	
	20
	34.43
	38.68
	39.55
	59286.00
	1745.01
	77.98
	-
	-

	
	24
	31.47
	36.79
	37.41
	36467.10
	1719.36
	74.22
	-
	-

	
	28
	28.40
	35.13
	36.54
	23295.60
	1711.42
	70.31
	-
	-

	binDCT
	8
	43.58
	45.55
	46.30
	265455.91
	1773.75
	95.95
	0.2345
	2.0047

	
	16
	37.45
	40.49
	41.31
	97647.30
	1754.53
	79.82
	0
	-0.747

	
	20
	34.37
	38.68
	39.51
	58896.30
	1740.33
	75.90
	0
	-0.076

	
	24
	31.43
	36.68
	37.45
	36624.00
	1713.43
	71.29
	-0.064
	-0.991

	
	28
	28.41
	35.06
	36.64
	23342.10
	1699.38
	69.36
	-0.105
	0.625
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Experimental Result 5: Silent.qcif

	Silent

.qcif
	QP
	PSNR Y
	PSNR U
	PSNR V
	Bit Rate

(bpp)
	Encoding

Time

/frame (ms)
	Decoding Time

/frame (ms)
	Change of PSNR Y 
	Change of Bit Rate

	TML5.2
	8
	42.64
	44.56
	45.27
	282689.69
	1847.96
	110.44
	-
	-

	 
	16
	36.61
	39.66
	40.80
	102302.70
	1855.95
	88.23
	-
	-

	
	20
	33.82
	37.90
	39.25
	62186.70
	1849.84
	81.71
	-
	-

	
	24
	31.16
	36.38
	37.84
	37619.70
	1839.86
	77.53
	-
	-

	
	28
	28.54
	35.30
	36.96
	22079.70
	1823.75
	75.15
	-
	-

	binDCT
	8
	42.74
	44.56
	45.20
	288356.69
	1847.34
	104.18
	0.1379
	2.4001

	
	16
	36.61
	39.59
	40.77
	101538.00
	1851.25
	84.28
	-0.107
	0.6674

	
	20
	33.82
	37.92
	39.27
	62139.30
	1844.36
	79.69
	-0.174
	-0.657

	
	24
	31.14
	36.44
	37.85
	37246.80
	1834.37
	75.73
	-0.127
	0.4303

	
	28
	28.51
	35.22
	36.93
	22217.70
	1820.01
	73.69
	0.0352
	0.1996
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		TML5.2		8		43.52		45.55		46.24		259233.91		1777.67		99.07

				16		37.49		40.56		41.32		96999.9		1765.65		81.24
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				24		31.47		36.79		37.41		36467.1		1719.36		74.22

				28		28.4		35.13		36.54		23295.6		1711.42		70.31

		binDCT		8		43.58		45.55		46.3		265455.91		1773.75		95.95

				16		37.45		40.49		41.31		97647.3		1754.53		79.82

				20		34.37		38.68		39.51		58896.3		1740.33		75.9

				24		31.43		36.68		37.45		36624		1713.43		71.29

				28		28.41		35.06		36.64		23342.1		1699.38		69.36
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binDCT_intQ

binDCT_fltQ

Bit Rate (bpp)

PSNR Y (dB)

Comparison between the two methods of obtaining binDCT quantization tables



Foreman

		Foreman		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Encoding		Decoding

												(bpp)		Time / Frame		Time / Frame (ms)

		TML5.2		8		42.43		44.24		46.31		549533.38		1998.75		0.000077211

				16		36.72		39.86		41.74		157279.2		1922.97		0.0002334702

				20		34.01		38.53		40.19		89319.9		1886.56		0.0003807662

				24		31.38		37.42		38.54		55912.2		1859.06		0.0005612371

				28		28.43		36.44		37.35		38341.5		1839.84		0.0007414942

		binDCT		8		42.55		44.32		46.29		569439.31		2000.46		0.0000747226

				16		36.69		39.88		41.77		156044.41		1921.21		0.0002351254

				20		34.05		38.57		40.17		89662.5		1879.82		0.0003797574

				24		31.42		37.37		38.5		55437.6		1851.56		0.0005667634

				28		28.44		36.56		37.34		38102.1		1832.2		0.0007464156
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Container

		Container		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Encoding		Decoding Time

												(bpp)		Time / frame (ms)		/frame (ms)

		TML5.2		8		42.56		46.32		46.45		239574.59		1938.42		102.99

				16		36.8		41.82		41.59		57292.2		1891.24		77.65

				20		34.1		40.02		39.91		29769.3		1810.3		71.15

				24		31.27		38.26		38		17694.6		1737.98		68.1

				28		28.42		37.17		36.81		11169.6		1676.41		66.84

		binDCT		8		42.62		46.35		46.44		247824.91		1934.04		103.42

				16		36.76		41.76		41.58		56383.5		1883.59		74.9

				20		34.11		40.06		39.82		29730.9		1800.01		71.55

				24		31.27		38.25		38.04		17835.6		1729.68		67.46

				28		28.52		37.17		36.91		11055.9		1661.56		65.02
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Silent

		Silent		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Encoding		Decoding Time

												(bpp)		Time		/frame (ms)

														/frame (ms)

		TML5.2		8		42.64		44.56		45.27		282689.69		1847.96		110.44		0.0001508368

				16		36.61		39.66		40.8		102302.7		1855.95		88.23		0.0003578596

				20		33.82		37.9		39.25		62186.7		1849.84		81.71		0.0005438462

				24		31.16		36.38		37.84		37619.7		1839.86		77.53		0.0008282894

				28		28.54		35.3		36.96		22079.7		1823.75		75.15		0.00129259

		binDCT		8		42.74		44.56		45.2		288356.69		1847.34		104.18		0.0001482192

				16		36.61		39.59		40.77		101538		1851.25		84.28		0.0003605547

				20		33.82		37.92		39.27		62139.3		1844.36		79.69		0.000544261

				24		31.14		36.44		37.85		37246.8		1834.37		75.73		0.000836045

				28		28.51		35.22		36.93		22217.7		1820.01		73.69		0.0012832111
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2 Q tables

		Comparison between the two methods of obtaining the binDCT quantization table

		BinDCT_intQ		8		42.55		44.32		46.29		569439.31

				16		36.69		39.88		41.77		156044.41

				20		34.05		38.57		40.17		89662.5

				24		31.42		37.37		38.5		55437.6

				28		28.44		36.56		37.34		38102.1

		BinDCT_fltQ		8		42.46		44.24		46.27		557352.63

				16		36.72		39.91		41.8		158942.7

				20		34.03		38.58		40.18		88812

				24		31.39		37.35		38.47		55594.5

				28		28.48		36.51		37.31		38654.1
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Comparison between the two methods of obtaining binDCT quantization tables



News

		News		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Encoding		Decoding Time

												(bpp)		Time		/frame (ms)

														/frame (ms)

		TML5.2		8		43.52		45.55		46.24		259233.91		1777.67		99.07		0.0001678793

				16		37.49		40.56		41.32		96999.9		1765.65		81.24		0.0003864952

				20		34.43		38.68		39.55		59286		1745.01		77.98		0.0005807442

				24		31.47		36.79		37.41		36467.1		1719.36		74.22		0.0008629696

				28		28.4		35.13		36.54		23295.6		1711.42		70.31		0.0012191143

		binDCT		8		43.58		45.55		46.3		265455.91		1773.75		95.95		0.0001641704

				16		37.45		40.49		41.31		97647.3		1754.53		79.82		0.0003835231

				20		34.37		38.68		39.51		58896.3		1740.33		75.9		0.0005835681

				24		31.43		36.68		37.45		36624		1713.43		71.29		0.0008581804

				28		28.41		35.06		36.64		23342.1		1699.38		69.36		0.0012171141
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Foreman

		Foreman		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Time/frame(ms)

												(bpp)

		TML5.2		8		42.43		44.24		46.31		549533.38		1998.75

				16		36.72		39.86		41.74		157279.2		1922.97

				20		34.01		38.53		40.19		89319.9		1886.56

				24		31.38		37.42		38.54		55912.2		1859.06

				28		28.43		36.44		37.35		38341.5		1839.84

		binDCT		8		42.55		44.32		46.29		569439.31		2000.46

				16		36.69		39.88		41.77		156044.41		1921.21

				20		34.05		38.57		40.17		89662.5		1879.82

				24		31.42		37.37		38.5		55437.6		1851.56

				28		28.44		36.56		37.34		38102.1		1832.2
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Container

		Container		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Encoding		Decoding Time

												(bpp)		Time		/frame (ms)

		TML5.2		8		42.56		46.32		46.45		239574.59		/frame (ms)

				16		36.8		41.82		41.59		57292.2		1938.42		102.99

				20		34.1		40.02		39.91		29769.3		1891.24		77.65

				24		31.27		38.26		38		17694.6		1810.3		71.15

				28		28.42		37.17		36.81		11169.6		1737.98		68.1

		binDCT		8		42.62		46.35		46.44		247824.91		1676.41		66.84

				16		36.76		41.76		41.58		56383.5		1934.04		103.42

				20		34.11		40.06		39.82		29730.9		1883.59		74.9

				24		31.27		38.25		38.04		17835.6		1800.01		71.55

				28		28.52		37.17		36.91		11055.9		1729.68		67.46
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Silent

		Silent		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Encoding		Decoding Time

												(bpp)		Time		/frame (ms)

														/frame (ms)

		TML5.2		8		42.64		44.56		45.27		282689.69		1847.96		110.44

				16		36.61		39.66		40.8		102302.7		1855.95		88.23

				20		33.82		37.9		39.25		62186.7		1849.84		81.71

				24		31.16		36.38		37.84		37619.7		1839.86		77.53

				28		28.54		35.3		36.96		22079.7		1823.75		75.15

		binDCT		8		42.74		44.56		45.2		288356.69		1847.34		104.18

				16		36.61		39.59		40.77		101538		1851.25		84.28

				20		33.82		37.92		39.27		62139.3		1844.36		79.69

				24		31.14		36.44		37.85		37246.8		1834.37		75.73

				28		28.51		35.22		36.93		22217.7		1820.01		73.69
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News

		News		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Encoding		Decoding Time

												(bpp)		Time		/frame (ms)

														/frame (ms)

		TML5.2		8		43.52		45.55		46.24		259233.91		1777.67		99.07

				16		37.49		40.56		41.32		96999.9		1765.65		81.24

				20		34.43		38.68		39.55		59286		1745.01		77.98

				24		31.47		36.79		37.41		36467.1		1719.36		74.22

				28		28.4		35.13		36.54		23295.6		1711.42		70.31

		binDCT		8		43.58		45.55		46.3		265455.91		1773.75		95.95

				16		37.45		40.49		41.31		97647.3		1754.53		79.82

				20		34.37		38.68		39.51		58896.3		1740.33		75.9

				24		31.43		36.68		37.45		36624		1713.43		71.29

				28		28.41		35.06		36.64		23342.1		1699.38		69.36
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Foreman

		Foreman		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Time/frame(ms)

												(bpp)

		TML5.2		8		42.43		44.24		46.31		549533.38		1998.75

				16		36.72		39.86		41.74		157279.2		1922.97

				20		34.01		38.53		40.19		89319.9		1886.56

				24		31.38		37.42		38.54		55912.2		1859.06

				28		28.43		36.44		37.35		38341.5		1839.84

		binDCT		8		42.55		44.32		46.29		569439.31		2000.46

				16		36.69		39.88		41.77		156044.41		1921.21

				20		34.05		38.57		40.17		89662.5		1879.82

				24		31.42		37.37		38.5		55437.6		1851.56

				28		28.44		36.56		37.34		38102.1		1832.2
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Container

		Container		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Encoding		Decoding Time

												(bpp)		Time		/frame (ms)

		TML5.2		8		42.56		46.32		46.45		239574.59		/frame (ms)

				16		36.8		41.82		41.59		57292.2		1938.42		102.99

				20		34.1		40.02		39.91		29769.3		1891.24		77.65

				24		31.27		38.26		38		17694.6		1810.3		71.15

				28		28.42		37.17		36.81		11169.6		1737.98		68.1

		binDCT		8		42.62		46.35		46.44		247824.91		1676.41		66.84

				16		36.76		41.76		41.58		56383.5		1934.04		103.42

				20		34.11		40.06		39.82		29730.9		1883.59		74.9

				24		31.27		38.25		38.04		17835.6		1800.01		71.55

				28		28.52		37.17		36.91		11055.9		1729.68		67.46
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Silent

		Silent		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Encoding		Decoding Time

												(bpp)		Time		/frame (ms)

														/frame (ms)

		TML5.2		8		42.64		44.56		45.27		282689.69		1847.96		110.44

				16		36.61		39.66		40.8		102302.7		1855.95		88.23

				20		33.82		37.9		39.25		62186.7		1849.84		81.71

				24		31.16		36.38		37.84		37619.7		1839.86		77.53

				28		28.54		35.3		36.96		22079.7		1823.75		75.15

		binDCT		8		42.74		44.56		45.2		288356.69		1847.34		104.18

				16		36.61		39.59		40.77		101538		1851.25		84.28

				20		33.82		37.92		39.27		62139.3		1844.36		79.69

				24		31.14		36.44		37.85		37246.8		1834.37		75.73

				28		28.51		35.22		36.93		22217.7		1820.01		73.69
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News

		News		QP		PSNR Y		PSNR U		PSNR V		Bit Rate		Encoding		Decoding Time

												(bpp)		Time		/frame (ms)

														/frame (ms)

		TML5.2		8		43.52		45.55		46.24		259233.91		1777.67		99.07

				16		37.49		40.56		41.32		96999.9		1765.65		81.24

				20		34.43		38.68		39.55		59286		1745.01		77.98

				24		31.47		36.79		37.41		36467.1		1719.36		74.22

				28		28.4		35.13		36.54		23295.6		1711.42		70.31

		binDCT		8		43.58		45.55		46.3		265455.91		1773.75		95.95

				16		37.45		40.49		41.31		97647.3		1754.53		79.82

				20		34.37		38.68		39.51		58896.3		1740.33		75.9

				24		31.43		36.68		37.45		36624		1713.43		71.29

				28		28.41		35.06		36.64		23342.1		1699.38		69.36
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