Lecture 8: Likelihood Asymptotics

@ Suppose Xi, ..., X, iid with density f(x). Parameter 6 € © C RP.
o Likelihood function is

L(6) =[] (X

@ The log-likelihood function is
n
00) = log fo(X)).
1

@ The Score function is the gradient of ¢:

n

u(o) = Vi) = o0 =3 18 hX)

@ The Hessian is the p x p matrix with jkth entry

Vi(0) = Z & log fy(Xi)
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@ The Fisher Information matrix is




Bartlett identities

o First Bartlett identity
Eq(U(0)) =0

@ Second Bartlett identity
Z(0) = —Eg(V(0)) = Vary(U(0)).

@ Look up properties of variance and covariance.
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Course coverage

@ Chapter 9.3-7.
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