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Abstract

I develop an equilibrium matching model where heterogeneous workers and
firms learn about match quality and bargain over wages. The model generalizes
Jovanovic (1979) to the case of heterogeneous workers and firms. Equilibrium
wage dispersion arises due to productivity differences between workers, tech-
nological differences between firms, and heterogeneity in beliefs about match
quality. Under a simple CRS technology, the equilibrium wage is additively
separable in worker- and firm-specific components, and in the posterior mean
of beliefs about match quality. This parallels the “person and firm effects”
empirical specification of Abowd et. al. (1999) and others. The model pre-
dicts a negative correlation between estimated person and firm effects, which
is consistent with most previous empirical evidence. I estimate the equilib-
rium wage function and test the model’s empirical predictions using linked
employer-employee data from the US Census Bureau. I find empirical support
for many of the model’s predictions, and estimate that dispersion in beliefs
about match quality explains over 20 percent of observed earnings variation.
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1 Introduction

It is well known that observationally identical workers often earn very differ-
ent wages and have heterogeneous employment histories. Likewise, otherwise
similar firms frequently pay dissimilar wages and exhibit great heterogeneity
in turnover. We have yet to fully understand this enormous variety of out-
comes. A convincing explanation of why similar workers earn different wages,
and how this is related to heterogeneity in job duration, unemployment, and
the like, is central to our understanding of labor markets, and important for
labor market policy.

Early work sought to explain wage differences across workers on the basis of
variation in human capital and the non-pecuniary aspects of jobs. But observ-
able characteristics of workers and firms usually only explain about 30 percent
of wage variation. Attempts to explain the residual component of wage vari-
ation, often called wage dispersion, have proceeded along several dimensions.
Search and matching models reveal that labor market frictions are one cause
of equilibrium wage dispersion and unemployment. Learning models provide
an explanation for wage dynamics and separation behavior, and show that
heterogeneous beliefs about match productivity are another source of wage
dispersion. And recent empirical work using linked employer-employee data
shows that wage dispersion can be decomposed into a component attributable
to unobserved characteristics of the worker — a “person effect” — and a com-
ponent attributable to unobserved characteristics of the employer — a “firm
effect.” Each of these provides a partial explanation for the diversity of la-
bor market outcomes. To date, however, they have remained distinct. This
paper demonstrates that they are complementary. Together, they provide a
comprehensive explanation for heterogeneity in labor market outcomes, and
important new insights.

The paper has both theoretical and empirical components. In the first half
of the paper, I develop an equilibrium matching model where heterogeneous
workers and firms learn about match quality and bargain over wages. The
main theoretical innovation is to embed learning about match quality in a
Mortensen-Pissarides style equilibrium matching model with heterogeneous
agents. This delivers novel insights into the relationship between worker and
firm heterogeneity, wages, and separation behavior.

The matching model generalizes the canonical Jovanovic (1979) model to
the case of heterogeneous workers and firms. That model provides an expla-
nation for job duration and turnover: matches last as long as agents believe
the match is highly productive. If they learn that match productivity is low,
they prefer to separate. However, models with homogeneous agents can not



explain why some workers experience consistently longer job duration than
others, and why some firms experience less turnover than others. In the model
presented here, workers and firms vary in their marginal productivity. The
productivity of a worker-firm match depends on worker and firm productivity,
as well as the quality of the match between them. Workers and firms learn
the value of match quality slowly by observing production outcomes. Like the
Jovanovic model, they terminate the employment relationship if beliefs about
match quality fall below a threshold. A key result is that the reservation value
is decreasing in both the worker’s and the firm’s productivity. Consequently,
more productive workers experience longer average job duration than less pro-
ductive workers. Likewise, firms with more productive technologies experience
less turnover than less productive firms. This is consistent with empirical
evidence, and provides an explanation for heterogeneity in job duration and
turnover.

Distinguishing between worker, firm, and match heterogeneity is an impor-
tant departure from earlier research. It recognizes that workers are differently
able, and hence some are more productive on average than others. Likewise,
it recognizes that firms operate different production technologies, and conse-
quently employee productivity varies across firms. It also recognizes that not
all workers are equally suited to all production technologies. As a consequence,
two workers that are equally able may be differently productive in a given firm,
simply because one is well matched to the firm’s production technology and
the other is not. It is easy to construct real world examples of this phenom-
enon. For instance, two equally able academics may have different proclivities
for teaching and research. Omne will thrive in a university that emphasizes
research while the other’s productivity suffers. The reverse will be true in a
university that emphasizes teaching.

The matching model yields an equilibrium wage function that is additively-
separable in a worker-specific component, a firm-specific component, and the
mean of beliefs about match quality. The worker- and firm-specific compo-
nents reflect worker and firm productivity, adjusted for bargaining strength
and discounting. This result is important for several reasons. First, it pro-
vides a rich explanation for wage dispersion: equilibrium dispersion arises due
to productivity differences between workers, technological differences between
firms, and due to heterogeneity in beliefs about match quality. Second, the
additively-separable structure parallels the empirical “person and firm effects”
specification of Abowd et al. (1999, AKM, hereafter) and others. This spec-
ification typically explains about 90 percent of observed wage variation, but
provides no formal economic interpretation of what the person and firm ef-
fects actually measure. Thus the matching model contributes to the empirical



literature by providing a theoretical context for the AKM specification.

The model also provides insight into the sorting behavior of workers and
firms. The optimal separation policy implies that worker-firm matches are
negatively assortative. Consequently, the matching model predicts a negative
correlation between estimated person and firm effects. This is in fact what
most prior empirical studies have found, but it has been considered something
of an empirical puzzle. The model provides an intuitive explanation for this
finding. Because high-productivity workers have a high opportunity cost of
unemployment, they are willing to match with low-productivity firms. Like-
wise, when highly-productive firms have an unfilled vacancy, they forego more
output than low-productivity firms do. They are consequently willing to match
with less productive workers to avoid leaving a vacancy unfilled. The result is
equilibrium mismatch.

To keep the model tractable, I make some important simplifying assump-
tions. First and foremost, I assume that workers only search for jobs when
unemployed. Although others have shown that on-the-job search is an impor-
tant source of wage dispersion and employment mobility,! our main objective
is to investigate how worker and firm heterogeneity interact with learning to
determine wages and mobility. Thus I focus on a single source of endogenous
mobility (learning) for clarity and simplicity. Second, I assume that agents
observe each other’s type upon meeting in the matching market. Others have
investigated how learning about ability contributes to wage growth,? but such
models generally have little to say about turnover. We focus on learning about
match quality, rather than learning about ability, because the Jovanovic (1979)
model has long been a benchmark model for worker turnover; and because it
allows us to explore how learning jointly determines turnover and wage dy-
namics, rather than wage dynamics alone. Generalizing the model to the case
where agents learn about ability and match quality substantially complicates
the analysis, so we leave such considerations for future research.

In the second half of the paper, I estimate structural parameters of the
matching model using linked employer-employee data, and test a variety of
its predictions. The main econometric innovation is to estimate a random
effect specification of the equilibrium wage function that allows a completely
unrestricted within-match error covariance. This generalizes the fixed effect
estimator that AKM and others have used. I then fit the specific error covari-
ance structure implied by learning about match quality to the unrestricted

ISee Mortensen (1994), Postel-Vinay and Robin (2002), Cahuc et al. (2006) and others.
2e.g., Farber and Gibbons (1996), Altonji and Pierret (2001), Gibbons et al. (2005), and
Lange (2007).



estimate, and test whether it is consistent with the data. Though the data
reject the learning structure, they do not do so resoundingly.

The empirical results shed light on the relative importance of different
sources of wage dispersion. I find that personal heterogeneity explains over
50 percent of earnings variation, and dispersion in beliefs about match qual-
ity explains more than 20 percent. Employer heterogeneity explains a more
modest 6.3 percent.

The remainder of the paper is structured as follows. I begin by briefly
reviewing the related literature. I then present the matching model in Section
2, and develop the empirical specification in Section 3. I describe the data in

Section 4, present the empirical results in Section 5, and conclude in Section
6.

1.1 Related Literature

The model presented here brings together three distinct literatures: that on
search and matching with heterogeneous agents, that on learning in labor
markets, and an empirical literature that seeks to explain wage dispersion
using linked employer-employee data.

1.1.1 Search and Matching with Heterogeneous Agents

In general, the search and matching literature has focused on economies with
heterogeneous workers and jobs.? In the typical model, firms employ only a
single worker. There is therefore no distinction between heterogeneity at the
level of the firm and at the level of the worker-firm match. In contrast, I model
an economy where firms employ many workers, and distinguish between pro-
ductive heterogeneity at the firm, which affects all employees, and productive
heterogeneity that is specific to a worker-firm match. Postel-Vinay and Robin
(2002) also consider an environment where firms employ many workers, but
their workers and firms do not learn about match quality.

Recently, interest has focused on conditions under which “good” workers
sort into “good” firms. Shimer and Smith (2000) develop conditions under
which assortative matching arises in the presence of search frictions. Shimer
(2005) considers the optimal assignment of workers to jobs in the presence of
coordination frictions. In either case, positively assortative matching arises if

3Examples include Stern (1990), Sattinger (1995), Shimer and Smith (2000), and Shimer
and Smith (2001). Albrecht and Vroman (2002), Gautier (2002), and Kohns (2000) develop
models with exogenous heterogeneity on one side of the market, and endogenous hetero-
geneity on the other.



production exhibits sufficient complementarity between worker and firm types.
Here, we consider a constant returns production technology that does not al-
low for complementarities between the quality of workers, firms, and matches.
This implies that good workers and good firms have a comparative advantage
in producing rather than searching for new matches. Good firms (workers)
will therefore accept comparatively bad matches and will accept to be matched
with relatively bad workers (firms). That is, worker-firm matches are nega-
tively assortative in equilibrium. This implies a negative correlation between
empirical person and firm effects, which is consistent with many previous em-
pirical studies.*

1.1.2 Learning in Labor Markets

The learning literature has focused primarily on wage and turnover dynamics.
The seminal Jovanovic (1979) model considered the case where identical work-
ers and firms learn about the quality of a match. Flinn (1986) and Moscarini
(2003) generalize the canonical model to the case of heterogeneous workers.
Nagypal (2007) considers the case where agents learn about match quality and
workers learn by doing. Harris and Holmstrom (1982) and Farber and Gib-
bons (1996) present models where workers and firms learn about a worker’s
unobservable ability, which is correlated with observable characteristics. Gib-
bons et al. (2005) extend this framework to the case of an economy with
heterogeneous sectors, and where workers exhibit comparative advantage in
some sectors. Felli and Harris (1996) present a model where workers learn
about their aptitude for firm-specific tasks. Moscarini (2005) embeds learning
in a Mortensen-Pissarides style matching model, but where agents are homo-
geneous. None of these earlier works consider the case of worker, firm, and
match heterogeneity.

1.1.3 Estimating Person and Firm Effects

I estimate both fixed and random effect specifications of the equilibrium wage
function. All prior studies are based on a fixed effect estimator of person and
firm effects. These include AKM, Abowd et al. (2002, ACK hereafter), Abowd
et al. (2003), Barth and Dale-Olsen (2003), Abowd et al. (2004), Gruetter

*Abowd et al. (2002) and Abowd et al. (2004) report a negative correlation in French
data, and approximately zero correlation in American data. Gruetter and Lalive (2004)
find a negative correlation in Austrian data, Barth and Dale-Olsen (2003) find a negative
correlation in Norwegian data, and Andrews et al. (2004) find no significant correlation in
German data.



and Lalive (2004), Abowd et al. (2005), Andersson et al. (2005), and Andrews
et al. (2008). The empirical specification considered by these authors, which
I refer to generically as the AKM model, is

Yijt = b+ 23,0 + 0; + Y, + Eijt (1)

where 7 indexes workers, j indexes firms, ¢ indexes calendar time, y;;; is a
measure of earnings, u is the grand mean, z; is a vector of covariates, ( is
a parameter vector, ¢; is the person effect, 1; is the firm effect, and & is
statistical error.

Economists usually prefer fixed effect estimators over alternatives that treat
unobserved heterogeneity as random. Statisticians, on the other hand, gen-
erally prefer random effect specifications, since they yield estimates of the
unobserved heterogeneity (Hi,wj) that have better sampling properties; see
Robinson (1991). Furthermore, it is well known (at least among statisticians)
that the fixed effect estimator is a limiting case of the random effect estima-
tor, see e.g., Searle et al. (1992) or McCulloch and Searle (2001). Of course
economists usually prefer the fixed effect estimator because [ is the object
of interest in most applications. Identifying  via a random effect estima-
tor requires that observables (x;;) are uncorrelated with unobservables. Here,
however, our main interest is to estimate parameters of the distribution of 6;

and v, not .

2 The Matching Model

The economy is populated by a continuum of infinitely-lived workers of mea-
sure one. There is a continuum of firms of measure ¢. All agents are risk
neutral and share the common discount factor 0 < p < 1. Time is discrete.

In each period, workers are endowed with a single indivisible unit of labor
that they supply to production at home or at a firm. Workers vary in their
marginal productivity when employed, denoted a € [ag,a1]. Conceptually, a
represents the worker’s ability, motivation, and the like. I refer to a as worker
quality or ability. Let

a ~ F, iid across workers (2)

where [, is a probability distribution with zero mean, known to all agents.
Worker quality is exogenous, known to the worker, and observed by the firm
when the worker and firm meet. Unemployed workers receive income h € R



from home production.® For simplicity, h includes all search costs, the value of
leisure, and the like. Workers maximize the expected present value of wages.

Firms employ many workers. They operate in a competitive output market
and produce a homogeneous good whose price is normalized to one. Firms can
only produce output when matched with workers. They seek to maximize the
expected net revenues of a match: the expected value of output minus a wage
payment to the worker.

Firms vary in their technology, which determines the marginal productivity
of all their employees, denoted b € [bg, b;]. Let

b ~ Fy iid across firms (3)

where Fj, is a probability distribution known to all agents, and with zero mean.
I call b firm quality. Firms know their own value of b, and it is observed by
the worker when the worker and firm meet. Note b is exogenous. Firms open
vacancies at per unit cost kg, and they incur cost « (I) to hire [ workers.5
Assume k is continuous, increasing, and convex.

The marginal productivity of a type a worker when employed at a type b
firm also depends on a worker- and firm-specific interaction that I call match
quality, denoted c. “Good” matches are more productive than “bad” ones, all
else equal. Let

¢~ N (0,02) iid across matches. (4)

The normality assumption follows Jovanovic (1979) and others. It yields a
convenient closed form for beliefs about match quality.

Match quality c is a pure experience good. It is unobserved by either the
worker or the firm. They learn its value slowly. When the worker and firm
meet, they observe the noisy signal x = ¢ + z where

z~ N (0,02) iid across matches. (5)

The worker and firm’s initial beliefs about ¢ are based on a common prior and
the signal x. They subsequently update their beliefs about ¢ on the basis of
output realizations. Prior beliefs and the updating process are discussed in
Section 2.1. Note that information is incomplete, since ¢ is unobserved, but is
symmetric. That is, the worker and firm both know a and b, and observe the

"We can let h vary across individuals without changing any key theoretical results. How-
ever it changes the interpretation of the person-specific component of wages (Section 2.2.3),
the person-specific term in the reservation level of beliefs (Section 2.2.4), and complicates
the comparative statics in Section 2.3.

6Firm-specific vacancy-opening costs do not affect any of the main results, but introduce
an additional source of firm-level heterogeneity in hiring and employment growth.



same signals about c¢. They therefore share common beliefs about ¢ at every
point in time.
Output is produced according to the constant returns to scale production
function:
¢&=p+a+b+cte, (6)

where 7 indexes tenure (the duration of the match), u is the grand mean
of productivity (known to all agents), and e, is a match- and tenure-specific
idiosyncratic shock. Let

e, ~ N (0,02) iid across matches and tenure. (7)

Note the Jovanovic (1979) production technology is a (continuous time) special
case of (6) where workers and firms are homogeneous. Note also that there are
no aggregate shocks to productivity, and no human capital accumulation over
the life cycle.” Since a, b, and i are known, agents extract the noisy signal of
match quality ¢ + e, from production outcomes ¢, .

Following Flinn (1986), I assume that ¢, is bounded. This implies that the
random variables ¢, z, and e, have bounded support. Thus the distributional
assumptions (4), (5), and (7) are approximate.

Unemployed workers are matched to firms with open vacancies. Search
is undirected. The total number of matches formed each period is m (u,v),
where u is the number of unemployed workers and v is the number of open
vacancies. Both u and v are determined endogenously. Assume m is non-
decreasing in v and v. The probability that a randomly selected unemployed
worker will be matched to a firm this period is 7 = m (u, v) /u. Similarly, the
probability that a randomly selected vacancy will be filled is A = m (u,v) /v.
With a large number of workers and firms, all agents take v and v as given.

As discussed below, a match between a worker and firm terminates en-
dogenously when their point estimate of match quality falls below a threshold
value. In addition, matches terminate with exogenous probability § > 0 in
each period.

"Introducing a publicly-observable aggregate shock to productivity is straightforward.
The same is true of a deterministic trend in individual productivity (i.e., an “experience
effect”) provided it is observable by the worker and firm. T abstract from these considerations
since they complicate the exposition considerably — both require additional notation and
an index of calendar time — but without loss of generality. Indeed, the production function
(6) can be considered net of additive aggregate shocks and deterministically accumulated
human capital. The same is true of the equlibrium wage w, in (26) and the net value of
output ¢, —w,. That is, in the more general model, the equilibrium wage (see Proposition 1)
remains additively separable in person- and firm- specific components and in the posterior
mean of beliefs, and is linear and additively separable in the productivity shock and an
experience effect.



I restrict attention to the steady state. The economy is in steady state when
the end-of-period distribution of type a workers employed at type b firms and
unemployed is constant. The various flow-balance equations that characterize
the steady state are given in Appendix B. These imply that the steady state
values of u and v are constant. Hence so are the steady state values of A and
.

Within-period timing is as follows:

1. With probability 7, unemployed workers are randomly matched to a firm
with an open vacancy. Upon meeting, agents observe a, b, and the signal
x.

2. Matched workers and firms decide whether to continue the match. The
decision is based on all current information about the match: a,b, and
current beliefs about ¢. The current period wage w, is simultaneously
determined by a Nash bargain.

3a. If agents decide to terminate the match, the worker enters unemployment
and receives h. There are no firing costs.

3b. If agents decide to continue the match, the negotiated wage is paid to the
worker and output ¢, is produced. (Assume that reputational considera-
tions preclude agents from reneging on the agreed-upon wage payment.)
Agents update their beliefs about c.

4. Exogenous separations occur with probability .

5. Firms open new vacancies v.

2.1 Beliefs About Match Quality

Assume agents’ prior beliefs about a, b, ¢, z, and e, are rational. That is, they
are governed by equations (2), (3), (4), (5), and (7). Agents update their beliefs
about match quality using Bayes’ rule when they acquire new information, i.e.,
upon observing the signal x and production outcomes ¢,.

After observing z, worker and firm posterior beliefs about ¢ are normally
distributed with mean m; and variance s? where

2 2 2
o oo
my =z =] and s} = 5=, (8)
0-C+O-Z O-C+O-Z

In each subsequent period that the match continues, the worker and firm
extract the signal ¢ + e, from observed output ¢.. Hence at the beginning of



the 7" period of the match (that is, after observing 7—1 production outcomes),
their posterior beliefs about match quality are normally distributed with mean
m, and variance s2, where

M1 CH+e_q 1 1 1 1 1
mT:< — + >/<2—+§) and — =—5—+—. (9)

2 2
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Equation (9) demonstrates that s? evolves deterministically and does not de-
pend on the value of the signals received, and that s? < s_, for each 7 > 0.
We also see that m, is a precision-weighted average of the prior mean m,_;
and the most recent signal ¢ + e,_;. Since the precision of signals (1/0?) is
constant but the precision of beliefs (1/s2) increases with tenure, each new
signal is given successively smaller weight in the update. Asymptotically, be-
liefs converge to unit mass at true match quality. That is, lim, .., m, = ¢ and
lim, ., s2 = 0. This is a standard result for Bayesian learning with rational
priors.

In what follows, it will be of interest to describe the cross-sectional distri-
bution of beliefs. It is easy to show that m, ~ N (0,V;) in the population,

where . .
7— J—
<0_§ + pe ) ) (10)
With a little algebra, one can also show V,.; > V, for all 7 > 0. Another
standard result for Bayesian learning with normal priors and signals is

mplm; ~ N (m;,vp) (11)

szl' (p — T) (12)

2 -7+

Up

for any p > 7. Equation (11) implies m, is a martingale. Conditional on
current information, the expected value of any future realization of m., equals
its current value.

2.2 Match Formation, Duration, and Wages

In each period, wages are determined by a Nash bargain between the worker
and the firm. They divide the expected match surplus. They take expectations
with respect to current beliefs about match quality, given a and b. The equilib-
rium wage therefore maps current information about the match (a, b, m., s?)
into a payment from the firm to the worker. Because the Nash bargain is
efficient, the match only continues if the expected surplus is non-negative.
Otherwise, the worker and firm both prefer to separate.



Let J. denote the worker’s value of employment at tenure 7. Let U denote
the value of the worker’s outside option (unemployment). Let IL, denote the
firm’s value of employment at tenure 7, and let V' denote the value of the firm’s
outside option (a vacancy). In the steady state, U and V are constant. At
tenure 7, the match continues if and only if

Jo+ 1, >U+V. (13)

When (13) is satisfied, the equilibrium wage w, solves the Nash bargaining
condition

1= () =U)=~1L, - V) (14)

where v is the worker’s exogenous share of match surplus.

2.2.1 The Worker’s Value of Employment and Unemployment

The worker’s expected value of employment at wage w, is
Jr =w; + p(1 —0) E; [max {J.41,U}| + poU (15)

where E.,. denotes the expectation taken with respect to tenure 7 information,
(a,b,m,, s?). For what follows, it is convenient to rewrite .J, net of the value
of unemployment:

J’T -U= wr +p (1 - 5) ET [maX{JT—H - U: 0}] - (1 - ,0) U. (16)

The steady state value of being unemployed today and behaving optimally
thereafter is

by
U:h+p7r/ JodF + p(1—m)U (17)
bo
where F} is the steady state distribution of firm types among open vacancies
(see Appendix B), and
J() = Eo [maX{Jl,U}] (18)

is the expected value of employment before the initial signal of match quality
is observed.

2.2.2 Vacancies and The Firm’s Value of Employment

The firm’s value of employing a worker at wage w, is today’s expected net
revenues plus the discounted expected value of employment next period. Thus,

I, = E/[¢;] —w.+p(1—0)E; [max {11, V}] + péV
= p+at+b+m,—w,+p(l—9)E, [ max{Il, 1, V}] + poV (19)



so that
I, -V = pta+b+m,—w.+p (1 = 9) E; [max{Il, 1, — V,0}]—(1 — p) V. (20)

The production technology (6) implies that the firm’s employees produce
independently of one another. As a consequence, the firm’s decision to open
vacancies is static. The number of hires today has no dynamic consequences
for future hiring or productivity. When a firm opens v vacancies, the number
[ that are filled is a binomial process. The number of vacancies opened by a
type b firm in each period therefore solves

max UO (?) A1 — 2! {z / " MlodFr — 5(1)} By (21)

veEN = a0

where F is the steady state distribution of unemployed worker types defined
in Appendix B, and
HO = EO [max {Hb V}] (22)

is the expected net revenues from a match before the signal z is observed.

Note that firm size (employment) is indeterminate. I derive the average
steady state employment of a type b firm in Appendix B.® Increasing and
convex hiring costs k, however, coupled with per-unit vacancy-opening costs
ko, guarantee that the solution to (21) is well defined and the firm opens a finite
number of vacancies in each period. In particular, since firms are free to open
vacancies, they do so until V' is bid down to zero. Equivalently, since hiring
costs are sunk, terminating an employment relationship frees up no resources.
Thus the alternative value of a vacancy is zero.

2.2.3 The Equilibrium Wage

With the value functions in hand, it is a simple matter to solve for the equi-
librium wage. It takes a simple form, summarized in Proposition 1.

Proposition 1 (Equilibrium Wage) At each tenure 7 > 0, the equilibrium
wage w, 1s linear and additively separable in a person-specific component, a
firm-specific component, and the posterior mean of beliefs about match quality;
and is independent of s2.

8As in Shimer and Smith (2000), Postel-Vinay and Robin (2002), Shimer (2005), and
Cahuc et al. (2006), labor market frictions allow high- and low-productivity firms to coexist
in equilibrium. Here, firms survive (i.e., have positive employment) as long as (13) is satisfied
in at least one match. Given our assumption that b and ¢ are independent, even very
low productivity firms will be a good match for some workers, so that they have positive
employment with positive probability.



Proof. Substituting (16) and (20) into the Nash bargaining condition (14)
we obtain

(1 =) (wr + p (1 = 0) B [max {J-y = U,0}] = (1 = p)U)
= 7(ﬂ+a+b+m‘r—w7+p(1_5)E7[maX{HT+1 —V,O}])
—y(l=pV. (23)

Condition (14) implies
(1 =) Er max {Jr1 — U,0}] = vE- [max {1, — V,0}] (24)
and thus
1=y (w,—A=p)U)=7(p+a+bt+tm, —w,—(1—p)V).  (25)

Rearranging yields
W, = yp+ 0+ P+ ym, (26)

where the worker specific component is
0=va+(1-7)1-pU (27)
and the firm-specific component is

Yp=9b—7(1—p)V=1b (28)

given the equilibrium condition V' =0. m

The equilibrium wage function (26) has the same additively separable struc-
ture as the AKM empirical specification (1). In keeping with the empirical
literature, I therefore refer to # and v as person and firm effects, respectively.
The firm effect measures the worker’s share of the firm’s contribution to match
surplus. Rewriting equation (27) as # = vy (a — (1 —p)U) + (1 — p) U demon-
strates that the person effect is likewise the worker’s share of his contribution
to match surplus, plus compensation for forgoing his next-best alternative.

The Jovanovic (1979) equilibrium wage is a special case of (26). In that
model, workers and firms are identical but matches are heterogeneous, and
production occurs according to the continuous time analog of (6) with a = b =
0 for every worker and firm. The Jovanovic wage equals the expected marginal
product of the match, which in that model is the posterior mean of beliefs
about match quality. This result relies on the assumption that firms earn zero
expected profit. Similar to Jovanovic’s model, the equilibrium wage (26) is
linear and additively separable in expected marginal product, p+ a+ b+ m,,



and in the posterior mean of beliefs about match quality. To see that the
Jovanovic (1979) equilibrium wage is a special case, note that when workers
capture the entire match surplus, ie., as 7 — 1 (so that firms earn zero
expected profit), the equilibrium wage is lim,_; w; = pt+a+ b+ m,. That is,
it converges to the expected marginal product of the match.

The wage function (26) implies rich equilibrium wage dispersion. The
person effect, the firm effect, and learning about match quality all contribute.
Identical workers earn different wages because of employment at heterogeneous
firms and because of heterogeneity in beliefs about match quality. Identical
firms pay different wages because they employ heterogeneous workers and be-
cause of heterogeneity in beliefs. Even identical workers employed in identical
firms earn different wages because of dispersion in beliefs about match quality.

2.2.4 The Separation Decision

The separation decision is made jointly by the worker and firm. The match
continues as long as the surplus is non-negative. To characterize the separation
decision, it is useful to introduce the Bellman equation for the joint value of
employment, W :

W (m,,s2) = max{J.+II,,U+V}

M—I—a—f—b‘f‘m’r
= max{ +p(1=06) E; [W (myi1,s2,)] + pdU, U } (29)

given the equilibrium condition V' = 0. I suppress W’s dependence on a and b
for notational simplicity, and because these quantities do not vary with tenure.

The following Proposition establishes uniqueness of the value function and
its most important properties. The proof is in Appendix A.

Proposition 2 (Uniqueness) There is a unique value function W that satis-
fies the Bellman equation (29). Furthermore, W is continuous, non-decreasing,
and conver in m,.

Workers and firms prefer to continue the employment relationship as long
as (13) is satisfied. There are a number of equivalent ways of characterizing
this decision in terms of state variables. The most convenient is in terms of
beliefs about match quality, since the other state variables do not vary during
the match. The main result is summarized in Proposition 3; see Appendix A
for the proof.



Proposition 3 (Optimal Separation Policy) At each tenure 7 > 0 and
for given values of a and b, the optimal separation policy is characterized by a
reservation value of beliefs about match quality, m.. Specifically, the optimal
policy is to separate if m, < m.,, and continue if m, > m,.

The reservation level of beliefs about match quality is the value of m, at
which workers and firms are indifferent between continuing the employment
relation and terminating it. Thus m, satisfies (13) with equality, or equiva-
lently, equates the arguments of the max function in the Bellman equation.
Thus m., is implicitly defined by

My =(1=p)U—p—a—b—p(l—0)E, [W(mry1,57,)]  (30)

where E, denotes the expectation taken with respect to (a, b, m,, s2) .
Proposition 4 characterizes how separation behavior evolves with tenure.
Its proof is in Appendix A.

Proposition 4 (Monotonicity) The reservation value of beliefs about match
quality 1s monotone in tenure, i.e., M1 > m, for all 7 > 0.

As in most Bayesian learning models, this result reflects the option value
of employment. FEarly in the match, when beliefs about match quality are
imprecise, workers and firms are willing to accept matches of low believed
quality because their point estimate m., is imprecise. As the worker and firm
acquire more information, their beliefs become increasingly precise. As a con-
sequence, the worker and firm become increasingly selective about admissible
values of match quality, and the reservation value increases. Asymptotically,
lim, ,owm, =[1—p(1—=06)]U—-p—a-—0»

2.3 Comparative Statics

There are several equivalent ways to characterize how separation behavior
varies with worker and firm quality. Proposition 5 characterizes how m. varies
with worker and firm quality. The proof is in Appendix A. An appendicized
lemma (Lemma 6) further establishes that 00/0a > 0 and 0v¥/0b > 0, so
Proposition 5 can be restated in terms of the empirical person and firm effects,
instead of worker and firm quality, with no change in result.

Proposition 5 At each tenure 7 > 0, the reservation value of beliefs about
match quality is decreasing in worker and firm quality. That is,
om, om,
< 0, < 0. 31
da 0b (31)




This result is fairly intuitive. Consider a small change in the firm’s quality
b. An increase in b raises the value of remaining in the match (J. + II;)
without changing the value of terminating it (U 4 V'), and consequently makes
the worker and firm less selective about match quality. That is, having found
a “good” employer, the worker is less picky about whether or not it is a good
match; and since all workers are highly productive at “good” firms, the firm
is less picky about whether or not they are good matches.

Similar intuition explains why an increase in a reduces m.,, with one com-
plication: increasing a raises the worker’s productivity not only in the current
match, but in all matches. That is, the value of U is increasing in a (see Lemma
6 in Appendix A). Nevertheless, matching frictions ensure that increasing a
raises the value of continuing the match more than the value of terminating
it.” From the firm’s perspective, having found a “good” employee, the firm is
less picky about whether or not she is a good match.

Proposition 5 has obvious implications for the relationship between job
duration and worker/firm quality. Expected job duration is decreasing in
m,, and thus is increasing in worker and firm quality. By extension, it is
also increasing in 6 and . This is consistent with stylized facts and we find
corroborating empirical evidence in Section 5.

We have characterized the separation decision in terms of m., which is the
most natural way to analyze separation behavior within a match. Alternately,
we can characterize the separation decision in terms of a reservation level of
worker quality, a, for given firm quality and beliefs about match quality; or
symmetrically, in terms of a reservation level of firm quality, b, for given values
of a,m,, and s2. This is a more natural way to characterize how workers sort
across firms. Like 7., @ and b are defined by equating the two arguments
of the max operator in the value function (29). That is, they are implicitly
defined by:

a = (1=pO)U —p—=b—m; —p(1=08)E: [W (mry1,57,)]  (32)
b = (1—p0)U—p—a—m,—p(l—=08)E, [W (mr41,52,.,)] (33)

where the expectation in (32) is taken with respect to (a,b,m,,s?), and the
expectation in (33) is taken with respect to (a,b,m., s?) . Differentiating (32)
and (33) reveals:'? )

da b

= <0, =— <0. 34
ob 7 da (34)

9That is, using the result of Lemma 6 in Appendix A, it is easy to show that 9.J./da >
oU/da.

10The algebra is omitted but available on request. The method of proof parallels that of
Proposition 5.




That is, holding beliefs about match quality constant, matches are negatively
assortative: more productive firms are willing to match with less productive
workers, and vice versa. This result is consistent with other models where
production is additively separable in agents’ types, e.g., search examples in
Shimer and Smith (2000) and an assignment example in Shimer (2005). Nega-
tive assortative matching is also consistent with recent empirical evidence that
finds a negative correlation between estimated person and firm effects.!! The
intuition is straightforward. There are no complementarities in production
between worker, firm, and match quality, so good workers (good firms) have a
comparative advantage in producing rather than searching for good matches.
They will therefore accept to be matched with relatively bad firms (bad work-
ers). Conversely, low-ability workers (low-productivity firms) have a very low
opportunity cost of searching (a vacancy) and are consequently most willing
to wait for a match with a good firm (good worker).

2.4 Discussion

Before turning to empirics, it is useful to discuss some of the matching model’s
other predictions about wage dynamics and job duration. We will look for the
empirical counterparts to these in Section 5.

Since the person and firm effects do not vary within a match, the model
predicts that all within-match wage variation is due to the evolution of beliefs
about match quality. Specifically, m, is a martingale, so the model predicts
that wages evolve as a martingale within a match.'?> This is the basis of a test
of the matching model developed in Section 3.4.

The martingale property is common to other learning models, e.g. Farber
and Gibbons (1996) and Gibbons et al. (2005). It implies that wage shocks are
permanent and diminish with tenure,'® and that the cross-sectional variance
of wages increases with tenure (because V,,; > V;).1

"For instance, AKM, Goux and Maurin (1999), and ACK find negative correlations in
France, ACK also find a similar result in Washington State, as do Gruetter and Lalive (2004)
in Austrian data, and Barth and Dale-Olsen (2003) in Norwegian data.

2Due to the selection process that terminates a match if m, < m,, the wage sequence
observed by an econometrician is a submartingale.

13The definition of m, in equation (9) implies that shocks to beliefs about match quality
(z and e;) are permanent. Within a match, these are the only shocks to wages, so wage
shocks are permanent. Since each successive signal of match quality (shock) receives smaller
weight in the Bayesian updating process, wage shocks diminish with tenure.

14 Although the variance of beliefs (s2) declines with tenure because agents learn, the cross-
sectional variance of m, increases with tenure. Specifically, all agents have common priors
about match quality, hence the prior variance of m, is zero. As information accumulates,



The model also predicts that in a cross-section, workers with longer job
tenure earn higher average wages than their counterparts with shorter tenure.
This is consistent with stylized facts and numerous empirical findings, e.g.,
Mincer and Jovanovic (1981), Bartel and Borjas (1981), and many others.'?
The argument is as follows. First, larger values of # and v are associated
with higher wages and longer expected duration. Second, conditional on 6
and 1), better matches last longer and are associated with larger values of m,
on average, and hence with higher wages. Third, because the reservation level
of beliefs about match quality is monotone in tenure, the left tail of the wage
distribution is increasingly truncated as tenure increases. All three effects
operate in concert to induce a positive relationship between tenure and wages.

Finally, the model demonstrates that wages and match duration are jointly
determined. This has important implications for our empirical specification.
Since m, enters the equilibrium wage, but the match only continues as long
as m, > m,, the econometrician observes a truncated earnings distribution:
earnings are only observed if w, > yu + 0 + 1) + ym,. Since Om., /00 < 0 and
Om, /0y < 0, this selection process induces a negative correlation between
m, and the person and firm effects. Below, we develop a correction for the
consequent selection bias.

3 Empirical Specification

Consider the following empirical counterpart to (26), where the first line coin-
cides with the AKM model:

Yt = B+ x4 0; + 1 + e (35)
€ijt = YMijr + Vijt (36)

where ¢ = 1, ..., N indexes workers and j = 1, ..., J indexes firms; y;;; is a mea-
sure of employment earnings; y is the grand mean; x;; is a vector of observable
time-varying covariates; (3 is a parameter vector; 0; is the person effect; ¢, is
the firm effect of the firm j at which worker ¢ was employed in ¢; and ¢;;; is a

m, converges to ¢, and V, increases from its prior value (zero) to its asymptotic value (o2)
as 7 — o0.

15 More recent research has focused on the causal link between job tenure and earnings
growth using longitudinal data. Examples include Abraham and Farber (1987), Altonji and
Shakotko (1987), Topel and Ward (1992), and Dostie (2005). The matching model implies
that conditional on person and firm effects, all returns to tenure are due to accumulated
knowledge about match quality. This accumulated knowledge is a form of (non-productive)
match-specific human capital.



compound statistical error that consists of the posterior mean of beliefs about
match quality m;;, times the worker’s bargaining strength ~, plus classical
measurement error v;;;. As in Section 2, 7 indexes tenure. Equations (35) and
(36) also introduce an additional index of calendar time, ¢.!9

Some comments are in order. First, notice that (35) includes time-varying
covariates x;;, whereas the equilibrium wage function (26) does not. The co-
variates admit variation over time in mean earnings (yu in equation (26)),
and due to labor force experience and attachment.!”'® Second, recall that the
equilibrium wage function is specified in levels. Empirical models of earnings,
however, are typically specified in logarithms.'® For completeness, we estimate
specifications on both log earnings and levels. We focus exclusively on the level
specifications in the main text, since these correspond exactly to the matching
model in Section 2. For interested readers, and to facilitate comparison with
other research, we present estimates for the log specifications in appendicized
tables.?’ Results for log and level specifications are qualitatively very similar,
and they yield the same basic conclusions regarding the role of learning about
match quality in earnings dynamics.

We further decompose the person effect #; into components observed and
unobserved by the econometrician:

0; = a; +uin (37)

where «; is the unobserved component of the person effect; u; is a vector

6The inclusion of time-varying covariates x;; in (35) necessitates the additional calendar
time index t. Since tenure and calendar time are related by a simple function, I usually
suppress one index.

!"The vector of time-varying covariates z;; consists of year dummies, a quartic in expe-
rience (interacted with sex), and dummies for the number of quarters worked in the year
(also interacted with sex).

18 As noted in footnote 7, a more general model that includes deterministic human capital
accumulation and publicly-observable stochastic aggregate productivity shocks yields an
equilbrium wage that is additively separable in 6, ¥, m,, an experience effect, and time
effects, like (35).

9We can think of the semi-log specification as a first-order approximation to the levels
specification. If we rewrite y;;: = p (1 + a8/ u+0:/u+ wj/u + Eijt//l,) , then Iny;;; ~
w4+ 0 + % +€f;y, where we have used the first-order Taylor series approximation
In(1+z) = x around x = 0, and where p* = Inp, % = B/p, 0; = 0;/p, V; = v;/p, and
E5jt = Eijt/ -

20Tf we re-specify match output as exp (q,), the logarithm of the equilibrium wage is
additively separable in person and firm effects, m,, and s2 in the limiting case where
(1=v)(1—p)U — 0. This coincides with the log-linear specification reported in the ap-
pendicized tables and figures, up to a tenure effect to capture the evolution of the variance
of beliefs.



of time-invariant observable personal characteristics;?! and 7 is a parameter
vector.

Let N* denote the total number of observations; ¢ the number of time-
varying covariates including the constant term; and p the number of time-
invariant person characteristics. Rewriting (35) and (37) in matrix notation,
we have

y=XB+Un+Da+ Fiy+c¢ (38)

where y is the N* x 1 vector of earnings outcomes, X is the N* x ¢ matrix of
time-varying covariates including the intercept; 3 is a ¢ x 1 parameter vector;
U is the N* X p matrix of time-invariant person characteristics; 7 is a p x 1
parameter vector; D is the N* x N design matrix of the unobserved component
of the person effect; a is the N x 1 vector of person effects; F' is the N* x J
design matrix of the firm effects; ¢/ is the J x 1 vector of firm effects; and ¢ is
the N* x 1 vector of errors.

I consider two estimators of (38). The first is the ACK least squares esti-
mator, that specifies a and 1 as fixed effects. The second estimator specifies o
and v as random effects. We prefer the random effects estimator for a variety
of reasons. First, as shown below, the least squares estimator is a limiting case
of the random effects estimator. Second, the fixed effects estimator is less effi-
cient because of the large number of person and firm effects to estimate. In the
random effects model, in contrast, we only estimate a few parameters of the
distribution of the random effects. Realized values of the random effects, the
Best Linear Unbiased Predictors (BLUPs), are estimated in a subsequent step.
Third, as discussed in Robinson (1991), BLUPs typically have better sampling
properties than least squares estimates of fixed effects. Fourth, the random
effects estimator allows us to estimate the within-match error covariance si-
multaneously via maximum likelihood; I use this estimate to test the learning
hypothesis as described in Section 3.4. Finally, the random effects specifica-
tion permits out-of-sample prediction of person and firm effects, which T use
to validate the specification.

3.1 The Fixed Effect Estimator

The fixed model is completely specified by (38) and the stochastic assumptions:

Ele|D,F, X, U] = 0 (39)
Elee] = o’y (40)

21 Characteristics in u; include race (white/nonwhite/missing), education (5 categories),
and an indicator for negative potential experience in the first period, all interacted with sex.



where Iy- is the identity matrix of order N*. Equation (39) embodies the
so-called exogenous mobility assumption, since it rules out any systematic
relationship between ¢ and employer identity (F'). Under these assumptions,
the least squares estimator is BLUE and solves the normal equations:

X'X XU X'D X'F A3 X'y

UX UU UD UF pl | Uy (41)
D'X DU DD DF a | | Dy |-

F'X FU FD F'F b F'y

In our data, the cross product matrix on the left hand side of (41) is large
enough to preclude estimation using standard software. I therefore compute
least squares solutions 6 , 1), &, and z/; using the ACK iterative conjugate gra-
dient algorithm. The resulting estimates of o and 1) are not unique, since the
design matrices D and F' are not full rank; see ACK for a thorough discussion.
I apply their grouping procedure to obtain unique estimates of a and ¢ subject
to the restriction that their overall mean, and their mean within each group of
connected observations, are zero.??> Beyond this normalization, the fixed effect
estimator imposes no restrictions on the relationship between «, vy, X and U.

3.2 The Random Effect Estimator

The random effect estimator treats § and 7 as fixed, and a and v as ran-
dom effects. The model is completely specified by (38) and the stochastic
assumptions:

«Q 0 «Q O'i]N 0 0
Elv | XUl =101, Var | ¥ | X, U| = 0 afplj 0. (42)
€ 0 € 0 0 R

It is worth noting that (42) imposes stronger assumptions on a and 1) than are
required for the fixed effect estimator. However, these do not imply that D
and F' are orthogonal to X and U, which would usually be violated in economic
data.

I estimate two alternate parameterizations of the error covariance R.?*> The
simplest assumes spherical errors, R = 02 y+. I estimate this specification pri-
marily for comparison with the fixed model. The second parameterization

22See Searle (1987) for a general discussion of connectedness. Here, firms are connected
by a common employee and employees are connected by a common employer.

23 Estimates of a variety of ARMA specifications of the error covariance are also available
on request.



imposes no restrictions on the within-match error covariance other than sym-
metry and positive semi-definiteness.

3.2.1 REML Estimation of the Variance Parameters

I estimate the variance of the random effects (0(21, O'i) and R by Restricted
Maximum Likelihood (REML).?* REML is sometimes described as maximizing
that part of likelihood that is invariant to the regression coefficients. Formally,
it is maximum likelihood on linear combinations of y, chosen so that the linear
combinations do not contain any of the coefficients. The linear combinations
K'y satisfy k' (XB + Un) = 0 Vf,n, which implies £’ [ X U ] = 0. Thus ¥
projects onto the space orthogonal to [ X U ] and takes the form

o=t oy ([ ]0x o) 3]

for arbitrary ¢/, and where A~ denotes the generalized inverse of A. When
[ X U ] has rank r < ¢+ p, there are N* — r linearly independent vectors &’
satisfying (43). Define a matrix K’ with rows £’ satisfying (43) and full row
rank N* — r. REML estimation is maximum likelihood on K’y.2°

The REML estimates of (ai, ai) and R have attractive properties. They
are consistent, efficient, and asymptotically normal; see Jiang (1996). They
are also invariant to the choice of K’ and to the values of 5 and 7.

= C,MXU (43)

3.2.2 Estimating the Coefficients and Realized Random Effects

The REML estimator does not directly estimate the coefficients 5 and n. These
are obtained in a second step by solving the Henderson et al. (1959) mixed
model equations for the BLUE of the coefficients and BLUPs of the random
effects. If we define the matrix of variance components

O'géIN 0
G o |: 0 O'i[] :| ’ (44)

24REML estimators are widely used outside economics.

2] maximize the REML log-likelihood using the Average Information (AI) algorithm of
Gilmour et al. (1995). The AT algorithm is a computationally convenient variant of Fisher
scoring.



the mixed model equations are

X' X' | 3 X'Ry
{U,}Rl[X U | [U,}Rl[D F ] il Ry
D', D', B a | | DRy
|:F,:|R1[X U] |:F,:|R1[D F}+G1 1’/‘) F/R—ly

(45)

where 3, 7, &, and zL denote solutions. The BLUPs & and ¢ are best in the sense
of minimizing the mean square error of prediction, linear in y, and unbiased in
the sense (&) = F (a) and E(¢)) = F (). See Robinson (1991) for details.
In standard fashion, I solve (45) conditional on REML estimates of R and G.

The mixed model equations make clear the relationship between the fixed
and random effect models. In particular, as G — oo with R = ¢%Iy~, the
mixed model equations (45) converge to the normal equations (41). Thus the
solutions (3,7, &, 1)) converge to the least squares solutions (B 1, 1/1) so that
the least squares estimator is a limiting case.

3.3 Correcting for Truncation of the Earnings Distrib-
ution

The matching model predicts that endogenous mobility due to learning about
match quality truncates the earnings distribution. Specifically, earnings are
only observed when m, > m, because the match terminates whenever m.,
falls below m.,. This is potentially problematic for two reasons. First, the
matching model implies that m, depends on worker and firm quality, which
imparts selection bias in the wage equation. Second, our test of the learning
hypothesis (Section 3.4) relies on estimates of Var[m,| and Cov |[m,,m./],
which are subject to truncation bias.
If we iterate forward on the definition of m, in (30) we obtain

e = — [nAs + B, —[a— U (1= p)] Ar — bA, (46)
where
A, = 1—1—2[/}(1—5)]8/ / / A, dFisdFoir
s=1 Mr41 J Mry2 Mrits

B, = Z [p (1 - 5)]5/ / T / mT+deT+s T dFT—‘r?dFT-i-l
s=1

m7'+1 m7+2 m7'+.9



where F, = F (mT|mT_1,sz_1) and F, = F (m7|m7_1,33_1) . Reintroducing
the person and firm subscripts, I approximate (46) by

Mijr = —Hr — CiT - ng' (47)

Recall m;;» ~ N (0,V;). Under the approximation (47), the probability that
the match between worker ¢ and firm j persists to tenure 7 is

_ _MT_CiT_é'T :U’7'+<i’r+£'7'
Pr(mjj; > m,) =1— @ ( =T ’ ) =& (TJ (48)

where ® is the standard normal CDF'. The conditional expectation of observed

earnings is therefore
¢ (HT+<iT+£jT>
V12

M7—+<7LT+§'T
(I)< Vi )

= pH B+ 0+ VN, (49)

E [yijilmijr > mijr) = p+ 2,8+ 0+ ¢ + 7V,

where \;;; is the familiar Inverse Mills” Ratio.

I perform a two-step truncation correction based on (48) and (49). At
each 7, I estimate a probit model of the probability that the match continues
for one more period. The probits include random person and firm effects,?¢
and are estimated by Average Information REML applied to the method of
Schall (1991).%” With estimates of the realized random effects (;, and & jr in
hand, I construct an estimate of the Inverse Mills’ Ratio, S\iﬁ, and include it as
an additional covariate in the earnings equation. This corrects the estimated
coefficients, person effects, and firm effects for selection due to endogenous
mobility. As described below, I also use :\ijT to correct the estimated within-
match error covariance for truncation bias.

3.4 The Learning Hypothesis

Learning about match quality implies a specific structure for the within-match
error covariance, W. Consider the balanced data case, where all matches last

26]dentification of the random effects required pooling of some probit equations across
tenure levels.

27Schall (1991) extends standard estimation methods for generalized linear models to the
random effects case. It is based on REML estimation of a linearized link function (in this
case, D).



T periods so that R = I, ® W and W is T x 7. The compound error due to
learning and measurement error, (36), implies

[ Vito2 W Vi - 4
Vi AVa+o, Ve o P,
w=| 7V Vo o PVatop o Vs (50)
A 7V Vs Vet |

where o2 is the variance of measurement error.?® Note that (50) does not ac-
count for truncation of the error distribution that arises because of endogenous
mobility due to learning about match quality. Given a suitable correction for
truncation bias, however, we can test whether the empirical covariance coin-
cides with (50). Furthermore, since the structural parameters ¢, 02, and o?
enter into each V,, (recall its definition in eq. (10)), they can be recovered
from an estimate of V.

I test the learning hypothesis and recover the structural parameters and o2
in two steps. First, I estimate the within-match error covariance. For the fixed
effect case, I use the within-match sample covariance of the residuals. For the
random effect case, I use the unrestricted REML estimate of the within-match
error covariance. Given the probit models of Section 3.3, I correct the diagonal
elements of the covariance matrix for truncation bias as in Heckman (1979),
and the off-diagonal elements as in Alexander et al. (1987).%° Second, following
Abowd and Card (1989) and Farber and Gibbons (1996), I fit the learning
structure (50) to the estimated error covariance by minimum distance.* This
yields estimates of the structural parameters up to the factor v2. Finally, I
test the overidentifying restrictions implied by (50) using the Newey (1985)
test statistic.!

28Tn the unbalanced data case, where the match between worker ¢ and firm j lasts Tij
periods, R is a block-diagonal matrix with 7;; x 7;; diagonal blocks composed of the first
7i; rows and columns of (50).

29The Alexander et al. (1987) correction accounts for truncation in both covarying vari-
ables

300ptimal minimum distance estimation, as in Hansen (1982) and Chamberlain (1984),
proved infeasible because our estimates of W were poorly conditioned and did not invert. I
use a diagonal weight matrix instead, with elements equal to the logarithm of the number of
observations contributing to that element of W. This gives greater weight to more precisely
estimated elements of W. Weighting by a diagonal matrix of variances yields similar results,
as does equally weighted minimum distance.

31The Newey (1985) test statistic does not require inverting the variance of the moment
conditions.



4 Data

Identifying the person and firm effects requires repeated observations on both
workers and firms. I use data from the US Census Bureau’s Longitudinal
Employer-Household Dynamics (LEHD) program database. The LEHD data
span 48 states. In this paper, I use data from two states. Their identity is
confidential.

The LEHD data are administrative, constructed from quarterly Unemploy-
ment Insurance (UI) system wage reports. The characteristics of the UI wage
data vary slightly from state to state. However the Bureau of Labor Statistics
(1997, p. 42) claims that Ul coverage is “broad and basically comparable from
state to state” and that “over 96 percent of total wage and salary civilian
jobs” were covered in 1994. See Abowd et al. (2009) for details. With the UI
wage records as its frame, the LEHD data comprise the universe of employers
required to file UI system wage reports — that is, all employment potentially
covered by the Ul system in participating states.

The UI wage records themselves contain only very limited information:
worker, firm, and time identifiers, and employment earnings. Reported earn-
ings include gross wages and salary, bonuses, stock options, tips and gratuities,
and the value of meals and lodging when these are supplied (Bureau of Labor
Statistics (1997, p. 44)). The LEHD database integrates the Ul wage records
with internal Census Bureau data to add demographic and firm characteristics,
including sex, race, date of birth, industry, and geography.

I aggregate the underlying quarterly data to the annual level for estimation.
The full sample consists of over 49 million annualized employment records on
more than 9 million full-time workers between 25 and 65 years of age who were
employed at nearly 575,000 private-sector non-agricultural firms between 1990
and 1999.

Missing data items are multiply-imputed: three imputed values are gen-
erated for each missing item. The result is three versions of the database
(“implicates”), each of which contains a different set of imputed values. See
the Data Appendix for further details on sample construction, variable cre-
ation, and missing data imputation.

The computational efficiency of the ACK algorithm allows me to estimate
the fixed effect specification on the full sample. Computational demands of the
random effect estimator, however, necessitate estimating it on a subsample.
Sampling from these data is nontrivial because the sample must be sufficiently
connected to precisely estimate the person and firm effects.?? I therefore draw a

32Identifying the effects requires multiple observations on employees of most firms and mo-



TABLE 1
PROPERTIES OF CONNECTED GROUPS OF WORKERS AND FIRMS

Simple

Dense Random

Full Sample® Sample 1° Sample°
Number of Groups 84,708 1,140 9,457
Number of Workers 9,271,766 49,425 49,200
Number of Firms 573,237 27,421 40,064
Number of Worker-Firm Matches 15,305,508 92,539 93,182
Number of Matches in Smallest Group 1 5 |

Percent of Matches in:

Largest Group 99.06 67.25 59.37
Second Largest Group 0.0006 24.70 20.30
Third Largest Group 0.0003 0.04 0.06
Groups containing 5 or more matches 99.21 100 84.44
Groups containing only 1 match 0.35 0 5.50

# Results combined across three completed data implicates.
® One percent dense random samples of workers employed in 1997. Results are combined across three implicates.

¢ One percent simple random sample of workers employed in 1997. Results are for one completed data implicate.

one percent subsample using the dense sampling algorithm described in Wood-
cock (2007). This sampling procedure ensures that each worker is connected
to at least five others by a common employer, but is otherwise equivalent to
a simple random sample of individuals employed in a reference year (1997).
That is, all individuals employed in 1997 have an equal probability of being
sampled. A second (disjoint) one percent dense random subsample is drawn
for model validation. In what follows, these are called Dense Sample 1 and
Dense Sample 2, respectively. All random effect estimates are computed on
Dense Sample 1. Tables 1 and 2 report characteristics of the samples; see the
Data Appendix for more information.

Estimating the within-match error covariance requires a measure of job
tenure. All employment spells active in the database’s first quarter are pre-
sumed left-censored. Since job tenure is unknown for left-censored spells, they
are excluded from estimates of W and our tests of the learning hypothesis.
Those estimates that do not require a measure of job tenure include the left-
censored spells.

bility of workers between firms. A small simple random sample of individuals, for example,
is usually not sufficiently connected to estimate the person and firm effects precisely.
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5 Results

I estimate the specifications described in Section 3 on each completed data im-
plicate, and combine parameter estimates across the implicates using standard
formulae in Rubin (1987). Estimates of the coefficients § and 71 are available
from the author upon request. Their values are reasonable and vary little
across specifications.

5.1 Parameter Estimates and Model Fit

Tables 3 and 4 present the estimated variance components and a summary of
model fit for the three specifications of interest: the fixed effect estimator, the
random effect estimator with spherical errors (R = 02Iy+), and the random
effect specification with unrestricted within-match error covariance. Estimates
in Table 3 include left-censored spells,*® while those in Table 4 exclude them.
The two sets of estimates are very similar.

The random effect model with spherical errors obtains the best fit by in-
sample measures that penalize for parameterization (AIC, BIC). To assess
the out-of-sample performance of the random effect models, I solve the mixed
model equations (45) on Dense Sample 2, using the variance components G
and error covariance R estimated on Dense Sample 1, and report the variance
of prediction errors.>* The two random effect specifications perform similarly
in this regard, and the variance of prediction errors is close to the estimated
error variance. I also test the random effect specifications against the fixed
effect alternative using the usual Hausman (1978) test. Unfortunately the test
statistics were negative and hence the tests inconclusive.

The estimated variance components have a straightforward interpretation.
I scale earnings to have unit variance so that, conditional on all other effects,
a one standard deviation increase in «; increases real annualized earnings by
0, standard deviations. Similarly, a one standard deviation increase in 1),
increases real annualized earnings by o, standard deviations.

The estimated variance of the person effect is much larger than the vari-
ance of the firm effect in all specifications. Evidently, individual heterogeneity
generates much more earnings dispersion than firm heterogeneity. This is con-
sistent with the findings of AKM and others. In Tables 3 and 4, the fixed

33Table 3 estimates of the mixed model with W unrestricted are based on multiply-
imputed tenure for left-censored spells.

31For models with R = 02l -, prediction error is the estimated residual. For the model
with W unrestricted, prediction error is the difference between the residual and its condi-
tional expectation given the other within-match residuals under multivariate normality.



TABLE 3
ESTIMATED VARIANCE COMPONENTS AND SUMMARY OF MODEL FIT

Unit Variance Scale, Combined Results From 3 Completed Data Implicates

Random Effects
Fixed Effect Ii;ﬁioén }1:: t;fiectls With Unrestricted
Estimator pherica Within-Match Error
Error .
Covariance
Std Std Std

Estimate® Error® Estimate® FError® Estimate® Error®

No Correction for Truncation

Variance of person effect (6%,)  0.720 (0.003) 0.551  (0.004) 0.402 (0.002)
Variance of firm effect (c°,) 0.062 (0.000)  0.100  (0.003) 0.043 (0.007)

Residual variance (°,) 0.160 (0.000)  0.151  (0.001) n/a n/a
AIC® -1.44 (0.000) -1.89  (0.006) -1.46 (0.023)
BIC* 1.67 (0.000) -1.89  (0.006) -1.46 (0.023)
V(out-of-sample pred. error) 0.131  (0.001) 0.131 (0.001)
Corrected for Truncation
Variance of person effect (6°,) 0.551  (0.036) 0.401 (0.002)
Variance of firm effect (6°,) 0.099  (0.003) 0.043 (0.006)
Residual variance (%, 0.151  (0.001) n/a n/a
Truncation Correction (B;) 0.045  (0.005) 0.069 (0.005)
AIC* -1.89  (0.006) -1.46 (0.014)
BIC® -1.89  (0.006) -1.46 (0.014)
V(out-of-sample pred. error) 0.131  (0.001) 0.131 (0.001)
Number of Observations 49,281,533 (9103) 357,725 (2363) 357,725 (2363)
Number of Workers 9,271,766  (710) 49,425  (150) 49,425 (150)
Number of Firms 573,237 (118) 27,421 (13) 27,421 (13)
Number of Matches 15,305,508 (3196) 92,539  (470) 92,539 (470)

* Mean parameter estimate in three completed data implicates.

b Square root of total variance of parameter estimate over three completed data implicates, as defined in Rubin (1987).
¢ Value in column labeled "Std Error" is the between-implicate standard deviation.

¢ Variance of out-of-sample prediction errors in Dense Sample 2.

¢ Sample variance of estimated person and firm effects, averaged over three completed data implicates.

! Estimates based on multiply-imputed tenure for left-censored spells.



TABLE 4
ESTIMATED VARIANCE COMPONENTS AND SUMMARY OF MODEL FIT
Unit Variance Scale, Combined Results From 3 Completed Data Implicates
Left-Censored Spells Excluded

Random Effects
Fixed Effect I\{;Eioén I];:e t;fii(:ls With Unrestricted
Estimator P Within-Match Error
Error .
Covariance
Std Std Std

Estimate™ Error® Estimate® Error® Estimate® Error®

No Correction for Truncation
Variance of person effect (6°,)  0.700 (0.003) 0.567  (0.005) 0.461 (0.010)
Variance of firm effect (c°,) 0.068 (0.000) 0.103  (0.004) 0.047 (0.002)

Residual variance (7, 0.161 (0.000) 0.160  (0.001) n/a n/a
AIC® -1.33 (0.000) -1.83  (0.003) -1.76 (0.028)
BIC® 241 (0.001) -1.83  (0.003) -1.75 (0.028)
V(out-of-sample pred. error) 0.132  (0.001) 0.139 (0.002)
Corrected for Truncation
Variance of person effect (6°5) 0.567  (0.039) 0.6l (0.010)
Variance of firm effect (c°,) 0.102  (0.004)  0.046 (0.002)
Residual variance (°,) 0.160  (0.001) n/a n/a
Truncation Correction (j3,) 0.050  (0.006) 0.070 (0.005)
AIC® -3.01  (0.018) -1.75 (0.028)
BIC* -3.01  (0.018) -1.75 (0.028)
V(out-of-sample pred. error) 0.132  (0.001) 0.139 (0.002)
Number of Observations 32,800,936 (7217) 228,386 (2018) 228,386 (2018)
Number of Workers 7,577,051 (2855) 39,816  (168) 39,816 (168)
Number of Firms 544,254 (177) 24,624 (22) 24,624 (22)
Number of Matches 12,289,989 (694) 73,307  (475) 73,307 (475)

# Mean parameter estimate in three completed data implicates.

b Square root of total variance of parameter estimate over three completed data implicates, as defined in Rubin (1987).
¢ Value in column labeled "Std Error” is the between-implicate standard deviation.

¢ Variance of out-of-sample prediction errors in Dense Sample 2.

¢ Sample variance of estimated person and firm effects, averaged over three completed data implicates.



effect specification yields the largest estimate of o2 (around 0.7), but among
the smallest estimates of Ufb (0.07). The random effect model with spheri-
cal errors yields a slightly smaller estimate of 02 (about 0.55), and a slightly
larger estimate of 012/}. Relaxing the spherical errors assumption in favor of
the unrestricted within-match error covariance reduces the estimates of both
oZ and 07, to 0.4 and 0.04, respectively. This reduction in variance is consis-
tent with the matching model, which predicts that earnings covariation within
a match is stronger (relative to covariation between matches) than implied
by covariation due to person effects, firm effects, and spherical errors alone,
because of covariation between the m;;,. Specifications with spherical errors
attribute all within-match covariation to the person and firm effects, leading
us to over-estimate their variance.®®

The truncation correction has only a minor impact on the estimated vari-
ance components. Evidently selection due to learning about match quality
imparts only limited bias on the estimated variance of person and firm effects.
This implies that the relationship between the threshold level of beliefs about
match quality, m,, and worker/firm quality is relatively weak; i.e., the deriv-
atives (31) are close to zero. We continue to prefer the truncation-corrected
estimates, however, and hence focus on these in the remainder. Furthermore,
we shall see below that the truncation correction is important for estimating
the within-match error covariance.

Table 5 presents correlations among the estimated effects. They are qual-
itatively similar across specifications. We use these to decompose earnings
variation into the proportion attributed to each effect, by noting that

Varly] = Covly, X5+ 60+ + ¢
= Covly, Xp]+ Covly, 0] + Cov[y,] + Cov[y,e] = 1.

For the truncation-corrected estimates of the random effect model with un-
restricted W, this decomposition attributes 51 percent of earnings variation
to 0;, 6.3 percent to 1;, and 7.8 percent to time-varying observables, leaving
34.9 percent unexplained. After estimating the remaining structural parame-
ters in Section 5.2, we decompose this unexplained variation into components
attributable to learning about match quality and measurement error.

35Woodcock (2007) reports a similar result based on a specification with random person,
firm, and match effects. That specification is the special case of (35) that arises when match
quality is observed by workers and firms. Like our specification with W unrestricted, it
relaxes the within-match covariance of wages relative to the person and firm effects model
with spherical errors. Woodcock (2007) derives the bias caused by omitted match effects,
and shows that it inflates estimates of o2 and Ui.



TABLE 5
CORRELATIONS AMONG ESTIMATED EFFECTS

Combined Results From 3 Completed Data Implicates

No Correction for Truncation

Fixed Effect Estimator y 0 o Un \ XB
Log Earnings (y) 1
Total Person Effect (0) 0.76 1

Unobserved Component (o) 0.73 0.94 1

Observed Component (Un) 0.22 0.35 0.00 1
Total Firm Effect (y) 0.30 0.02 0.01 0.04 1
Time-Varying Covariates (Xf) 0.20 -0.29  -023 -0.22 0.06 1

Random Effects With Spherical Error

Log Earnings (y) 1
Total Person Effect (0) 0.85 1
Unobserved Component (o) 0.81 0.94 1
Observed Component (Un) 0.25 0.34 0.01 1
Total Firm Effect (y) 0.40 0.17 0.16 0.07 1

Time-Varying Covariates (Xp) 0.26 -0.06 -0.01 -0.14  0.02 1

Random Effects With Unrestricted Error Covariance

Log Earnings (y) 1
Total Person Effect (0) 0.81 1
Unobserved Component (o) 0.78 0.91 1
Observed Component (Un) 0.24 0.42 0.01 1
Total Firm Effect (y) 0.41 0.26 0.25 0.07 1

Time-Varying Covariates (Xp) 0.26 -0.08 -0.01 -0.16 0.04 1

Corrected For Truncation

Random Effects With Spherical Error

Log Earnings (y) 1
Total Person Effect (0) 0.85 1

Unobserved Component (o) 0.81 0.94 1

Observed Component (Un) 0.25 0.34 0.01 1
Total Firm Effect (y) 0.40 0.17 0.16 0.07 1
Time-Varying Covariates (Xf3) 026 -0.06 -0.01 -0.14 0.02 1
Truncation Correction (3,A) -0.01  -0.03 -0.03 -0.03 -0.10 -0.04
Random Effects With Unrestricted Error Covariance
Log Earnings (y) 1
Total Person Effect (0) 0.81 1

Unobserved Component (o) 0.78 0.91 1

Observed Component (Un) 0.24 0.42 0.01 1
Total Firm Effect (y) 0.41 0.26 0.25 0.07 1

Time-Varying Covariates (Xp) 0.26 -0.07  -0.01  -0.15 0.04 1
Truncation Correction (B,\) -0.01 -0.03 -0.03 -0.04 -0.15 -0.03




Recall that the matching model predicts a negative correlation between 6;
and 1);. The fixed effect estimator finds a near-zero correlation (0.02). This is
similar to Abowd et al.’s (2003) estimate, based on seven states from the LEHD
data, and ACK, based on Washington State data. In contrast, the random
effect specifications all exhibit a more substantial positive correlation between
¢; and 1;: 0.17 for the case of spherical errors, and 0.26 when the specification
is relaxed to allow an unrestricted within-match error covariance.®

The sign of the correlation between ¢; and 1); contradicts a prediction of
the matching model. However, Figures 1 and 2, which plot a nonparametric
estimate of the regression of 6; on v;, suggest that focusing solely on correla-
tions may be misleading: the relationship between person and firm effects is
not monotone. There is a systematic but weak positive association between
¢; and 1; in the neighborhood of ¢; = 1); = 0. However there is evidence of
mismatch among more extreme values. A richer model of how workers sort
across firms may be necessary to explain this non-monotonicity.

We note that correlations involving the truncation correction term (3, \;;,)
are consistent with the matching model. Recall that 8,\;;; is an estimate of
vE [m.|m, > m.]. Since this is increasing in m., and recalling (31) and lemma
6, the matching model predicts 05, \i;-/00 < 0 and 05 \;j- /0 < 0. The data
support this prediction: correlations between 3y\;;r and (Qi, %) are negative
in both random effect specifications. However they are small in absolute value,
providing further evidence of a weak relationship between m, and worker/firm
quality.

5.2 Testing the Learning Hypothesis

Table 6 presents estimates of the within-match error covariance. Not sur-
prisingly, the truncation correction has a more substantive impact here than
above. Even if m, varies little across workers and firms (for a given 7), learn-
ing about match quality still truncates the error distribution because agents
will terminate matches when they learn that match quality is low. Absent a
correction, this truncation biases the estimated error variance-covariance.
Estimates from the random effect specification exhibit the basic properties
of the learning structure in (50): in each column, the diagonal elements are
larger than the off-diagonal elements (due to measurement error), elements
increase in magnitude from left to right within each row (because V1 > V;),

36 The positive correlation between 6; and v ; would seem to violate (42). However, Wood-
cock (2007) derives the covariance between 0; and {pj and shows it is positive via both fre-
quentist and Bayesian derivations. From a Bayesian perspective, this reflects uncertainty
over the attribution of wage variation to person and firm effects, conditional on X, U.
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TABLE 6
WITHIN-MATCH ERROR COVARIANCE

Left-Censored Spells Excluded, Results Combined from 3 Implicates
Fixed Effect Estimator

Tenure 1 2 3 4 5 6 7 8 9 10
1| .157
2 .034 133
3 .002 .041 .149
4] -.021 .009 .039 .161
5[ -.041 -.016 .007 .043 .176
6] -.061 -038 -.016 .01l .053 .198
7 -.079 -.055 -.035 -009 .020 .065 221
8 -.095 -.070 -.051 -026 -.002 .033 .081 .249
9 -.113 -.086 -.066 -.041 -018 .011 .045 .102 .288
10| -.140 -.106 -.083 -.052 -.033 -010 .021 .064 .126 .338

Random Effect Estimator

Tenure 1 2 3 4 5 6 7 8 9 10
1| .183
2 .069 .164
3 .060 .116 .195
4] .060 115 .167 .289
5[ .054 .099 .152 226 .302
6 .039 .109 .152 221 255 .369
71 056 116 .163 235 264 327 443
8 .070 .095 .146 227 266 319 380 495
9 .075 .108 .153 227 265 309 370 435 551
10| .064 113 155 224 266 312 375 430 485 .612

Random Effect Estimator, Corrected for Truncation

Tenure 1 2 3 4 5 6 7 8 9 10
1| .240
21 074 221
3] 062 .134 246
4] .061 .126 .189 .342
5[ .055 .105 .168 254 355
6] .039 116 .166 243 284 424
71 057 124 176 255 290 361  .496
8] 072 .098 155 244 289 347 415 551
9 .077 113 162 242 285 333 399 472 .606
10| .066 .119 .164 237 285 335 402 463 .523 .669




Figure 3
Estimated Sequence of Belief Variances
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and off-diagonal elements within each column are approximately equal. Al-
though the first two properties are also reflected in the fixed effect estimates,
the latter is clearly not. In that model, there is a consistent decline in auto-
covariances as one moves from lower to higher orders.

I fit the learning structure (50) to the fixed and random effect estimates of
W by minimum distance. Table 7 reports the results on the scale of the data,
i.e., for y = 1.%7

Parameter estimates suggest that learning about match quality is quite
slow. The estimated variance of the initial signal (02) is very large in all
specifications, implying that it conveys almost no information. Similarly, pro-
duction outcomes are noisy (02 = 3.48 after correcting for truncation) and
hence convey limited information about match quality. This is confirmed in
Figure 3, which plots the variance of beliefs about match quality, s2. The
truncation-corrected estimates imply that the initial signal only moderately
reduces the variance of beliefs from its prior value of 0.67 to 0.63. After ob-
serving one period of production, it falls modestly to 0.54. It falls further to
0.37 by the fifth year, and to 0.24 by the tenth year. Hence learning about
match quality takes time, but does slowly reveal the quality of the match.
As for the test of over-identifying restrictions, we fail to reject the learning
hypothesis at the 5% level of significance on the uncorrected error covariance,

3TRecall that 02, 02, and 02 are only identified up to v2. Estimates can be re-scaled for

any other 0 < v < 1: the re-scaled parameter is 02 = 02 /2.
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Figure 4
Cross-Sectional Variance of the Mean of Beliefs About Match Quality
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but reject after applying the truncation correction.®

Nevertheless, the estimates in Table 7 imply that learning about match
quality is an important source of earnings dispersion. The truncation-corrected
estimate of the variance of match quality is 0.672, which exceeds the estimated
variance of person and firm effects in this specification. However, because
agents do not directly observe match quality, this overstates its importance
in earnings dispersion. That is, Bayesian learning implies that agents’ point
estimates of match quality (m,), which enter directly into wages, are less
dispersed than match quality itself (except asymptotically). Consequently
V. = Var[m,] is a better measure of the importance of learning about match
quality in earnings dispersion. This is plotted in Figure 4 for various tenure
levels. Focusing on the truncation-corrected estimates, we see that V, increases
tenfold from a modest 0.033 at one year of tenure to 0.303 by the fifth year,
and 0.431 by the tenth year. Given the job tenure distribution in our data,

38p-Values for the test of over-identifying restrictions are based on formulae in Ru-
bin (1987) for multiply-imputed data. Let d,, denote the test statistic from the mfh

implicate, asymptotically distributed y2. Let M denote the number of implicates, d,,

the sample mean of the statistics d,,, and 33 their sample variance. Define 7,, =

(14 MY 53/ (2 + (402, — 2053)'"%) and & = (M = 1) (1 +7,,1)” The quantity 7,y is a
method of moments estimator of the relagive increase in variance of the test statistic due to
missing data. The test statistic D,, = (dmn/k — %fm / (1 + 7,,) has an asymptotic F'
distribution with & and (1 + k’l) 0/2 degrees of freedom. Reported p-values are based on
D'Iﬂ'



Figure 5
Quartic Regression of Person Effect on Completed Job Duration
Random Effects With Unrestricted Within-Match Error Covariance
Left-Censored Spells Excluded (N=44,062 Completed Jobs)

Not Corrected For Truncation. R-square=0.05

Person Effect (Theta)

Corrected For Truncation, R-square=0.06

0.05

0 1 2 3 4 5 6 7 8 9 10 11
Job Duration (Years)

the sample average dispersion of belief terms is V, = 0.183. This implies a
substantial portion of earnings dispersion is attributable to dispersion in be-
liefs about match quality. Recall that 34.9 percent of earnings variation was
left unexplained by person effects, firm effects, and observables. Attributing
this proportionately to measurement error (02 = 0.122) and V, implies that
dispersion in beliefs about match quality accounts on average for 21 percent
of earnings variation in our data. This exceeds the variation due to observable
characteristics and firm heterogeneity, and is second only to the importance
of personal heterogeneity.

5.3 Additional Predictions From the Matching Model

The matching model also predicts that larger values of ¢; and ¢; should be
associated with longer average job duration. To test this prediction I fit a
fourth-order polynomial in completed job duration to the estimated person
and firm effects. Figures 5 and 6 present the fitted curves for the random effect
specifications with W unrestricted. Results from the other specifications are
very similar and available on request. As predicted, larger values of ; and 1),
are associated with longer duration. The profile for the firm effect is initially
very steep, but flattens out after 4-5 years.



Figure 6
Quartic Regression of Firm Effect on Completed Job Duration
Random Effects With Unrestricted Within-Match Error Covariance
Left-Censored Spells Excluded (N=44,062 Completed Jobs)
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6 Conclusion

The matching model presented in Section 2 predicts rich dispersion in equi-
librium wages and employment dynamics. Productivity differences across in-
dividuals, technological differences between firms, and learning about match
quality all contribute. The empirical results suggest that productivity dif-
ferences across individuals are the most substantial component of earnings
dispersion, accounting for 51 percent of observed variation. Learning about
match quality makes a substantial contribution, with 21 percent of variation
attributable to inter-match dispersion in beliefs, whereas inter-firm differences
in compensation account for only 6.3 percent.

Formal and informal tests of the matching model’s empirical predictions
yield somewhat mixed results. On the one hand, correlations between the
truncation correction term and the person and firm effects have the predicted
sign, as does the relationship between the estimated person and firm effects
and job duration. On the other hand, we reject the error structure implied
by learning about match quality, and the estimated correlation between the
person and firm effects has the wrong sign. It is worth noting, however, that
other studies, particularly those on European data, have found correlations
between person and firm effects in line with the model’s predictions. Even in
the LEHD data, close inspection of the distribution of person and firm effects
reveals some evidence of mismatch as predicted by the model. Furthermore,
even though we reject the learning hypothesis, the within-match error covari-



ance appears to have, at least approximately, the martingale structure implied
by Bayesian learning. It is possible that a richer learning model, e.g., where
workers and firms learn one another’s type slowly, might provide a better fit
to the data.

Appendix A Proofs
Proof of Proposition 2. Define the operator 1" by

(TW) (m-)

B pta+b+m;+p(1—=208) [ W (mri1)dF (mepq1my, s2)
= max
+poU, U

where F (m,i1|m,,s?) denotes the normal distribution with mean m, and
variance v, defined in equations (11) and (12), and where the second state
variable s2 has been suppressed to simplify the notation. Let S denote the
space of bounded, continuous, non-decreasing, convex functions. We first show
T:S— S.Let ¢g(m;) = p+a+b+m,. The boundedness assumption implies
q(m,) is bounded, and it is obviously continuous, increasing, and convex.
Since U is a constant, it is sufficient to show that the operator M defined by

(MW) (m,) = / W (mys1) dF (mysim,, 52)
maps S into itself. So let W &€ S. Then MW is bounded and continuous.
To see that it is non-decreasing, let m! > m,. Then F (m,.i|m.,0?) <

F (myy1|lm.,0?) for every o? > 0. That is, F (m,1|m.,o?) first-order sto-
chastically dominates F' (m,1|m.,0?), so that

(MW) (m.) = /W(mTH)dF (Mrga|ml, 0®)
> [ W ) dF (el ) = O09)(om,)
since W is non-decreasing by hypothesis. As for convexity, since m,,; ~

N (m,,v,41) we can write m,.; = m, + ¢ where ¢ ~ N (0,v;41). Then
rewrite the operator M as

(MW) (m,) = /W(mTH)dF (Mrga|my, s2) = /W(mT + ) dF (|0, 52)



where F' (0, s?) is the normal distribution with mean zero and variance v, 1.
Then for any m.,m,, and X € [0,1],

A(MW) (mz) + (1= A) (MW) (m7)
= )\/W (m, + @) dF (¢|0,52) + (1 — )\)/W (m! + @) dF (|0, s2)

= [V k) (L= W (0, ] dF (0,52
> / WA (my + ) + (1= ) (. + )] dF (4]0, 52)

= [ W+ (1= N+ Gl dF (o0, 52)
= (MW)(Am, + (1 —=X)m)

T

where the inequality follows because W is convex. Thus M : S — S and hence
T:5 — S also.

To show there is a unique W € S that satisfies the Bellman equation
(29) we need only establish that 7" is a contraction. Uniqueness then follows
immediately from the Contraction Mapping Theorem, since S and the sup
norm define a complete metric space. To show that T is a contraction, we
verify the Blackwell (1965) sufficient conditions.

Monotonicity: Let ¥, W € S and ¥ () < W (x) for all . Then

(T) (m,) = maX{ q(me) +p(1=0) [ (mrpr) dF (mrpsfme, 57) }

+poU, U
(m7) +p(1=0) W (mry1) dF (m; 1|m7733)
= max{ ! ’ f+p5U,lj]L ’ }
(W) ()

as required.
Discounting: Let W € S,y >0, and p € (0,1). Then
[T (W +y)] (m)

_ max{ q(m;)+p(1 _6)I[W (Mry1) +yldF (mT+1|mﬂ33) }
+poU, U

= maxd 4me) +p(1=0) [W(mqya) dF (myia|m-, 57)
+p5U+p(1— 8y, U
q mT +P ]- - fW mT+1)dF <m7_+1|m7_’82)
< T
a X{ +pU, U + py

= (ITW)(m;)+ py



as required. m

Proof of Proposition 3. The proof of Proposition 2 showed that when
W is continuous and non-decreasing in m., [ W (my1, s2,,) dF (mrq1]|m,, s2)
is also. Therefore the first argument of the max operator in the Bellman
equation (29) is continuous and increasing in m,. The second argument is a
constant, and the result follows immediately. m

Proof of Proposition 4.  We first establish an intermediate result.
Namely, that

0 (mT, 33) =F, [W (mTH, 872_+1)] = /W (mTH, 872_+1) dF (m7+1|m7, sz)

is increasing in s2. We already know from the proof of Proposition 2 that g is
non-decreasing in m,. Recall that F' (m,,1|m,,s?) is the normal distribution
with mean m, and variance v,1 given by equation (11). Notice that

ov, 52 2
o (142 )0
0s2 52+ 02 52 + o2

€

so an increase in s? constitutes a mean-preserving spread on m, ;. Since W

is convex in its first argument, for any 52 > s2 we have

o(meis?) = W (nes2,) dF (meafm,, )
2 /W (m7+17 572-+1) dF (m‘rJrl‘mTa 572—) =0 (m‘r: 53)

as required.
As for the main result, suppose to the contrary that m,.; < m,. Then
from (30),

Myl — My = (1 - 5) E’?’ [W (m7+17 7—+1)}
( —0) Er [ (m7+2,37+1)}
= 0) (0 (mr,57) = 0 (Mrs1, 57.41)) -
The right-hand side is non-negative because p is non-decreasing in its first
argument and m,.; < m, by hypothesis, and because g is increasing in its

second argument and s2,; < s? for all 7 > 0. But the left-hand side is negative,
a contradiction. m

The following lemmata are useful for the proof of Proposition 5.



Lemma 6 9U/b = 0,0U/da € (o, fp) .

Proof. Write the value of the worker’s outside option as:

b h+ pr [ JodFy
U:h+p7r/ JodFy, +p(1—m)U = 0 51
b 0 b ( ) 1—p(1_7T) ( )
where
Jo = Eo [max {J;,U}] —U+/ (J1 = U)dF (m]0,07 4 02) (52)
my

is the prior expected value of employment defined in (18) and F} is defined
Appendix B. That 0U/9db = 0 is obvious, since U doesn’t depend on b.
From (51) we have

6_U_ o 9T,
da  1—p(l—m) ), Oa

dFy. (53)

Differentiating (52) using Leibniz’s Rule,

oJy U omy . o, /Ooa(Jl—U)
%%~ Ba 5 (i = U) f (ma1]0,02 4+ 02) + . 5 dFy
LU (RO, —U)
= %4—/771 — 5 dFy (54)

where F’, is shorthand for F' (m,1|m., s2) and J, is shorthand for the value
of J. when m, = m,. Note J, = U by definition of m, and the individ-
ual rationality property of the Nash Bargain. Differentiating (16) gives the
recursion
J(J,—=U) oU * 9 (Jrp1 —U)
—L =~ —~5(1—p)— 1-96 ——~dF; 5%5)
= g e-0) [ TSR, ()

mr41
for all 7 > 0. Substituting (55) into (54) repeatedly gives

d0Jy  OU
%—%(1 Y(L=p)Z)+Z (56)

where

Z:i[p(l—é)r_l/oo/oo~--/oodFT--~dF2dF1>0. (57)

=1 g

mi mo m



Substituting (56) into (53) and simplifying gives

b1 *
Py fbo ZdF}
L+ pry fo! ZdFy

o 1
da  1—p

c (0, ﬁ) (58)

because Z > 0 implies the term in square brackets is between zero and one,
and p € (0,1). m

Lemma 7 The joint value of continuing the employment relationship, J.+11.,
18 non-decreasing in a and b.

Proof. Since
J+1, = p+a+b+m.+p (1 — 5)/W (mTH, 33+1) dF (m7+1|m7, sz) + poU,

and given lemma 6, it is sufficient to show the value function W is non-
decreasing in a and b. Recall the space of functions S from the proof of Propo-
sition 2, and define the space of functions S’ C S that are also non-decreasing
in a and b. Recall also the operators T" and M defined in the proof of Propo-
sition 2. Write the value function as W (m;;a,b). If W € S, then for any
a > a, b > b, and any m,, we have W (m,;a’,b') > W (m,;a,b) so that

(MW) (m,;d’ V) = /W(m7+1;a’,b’) dF (mr41|m;, s2)

> / w (m‘r+1; a, b) dF (mTJrl‘mTa 83‘)
= (MW)(m:;a,b)

which shows that M : S’ — S’. Applying lemma 6 again, it follows that
(TW) (my;a,b') > (TW) (m;;a,b) also. Hence T' : §' — S'. Since S’ is a
closed subset of S, the unique fixed point of T'is W € S’. =

Proof of Proposition 5. Rewrite the threshold value of beliefs as

o0

mT:(l—p)U—u—a—b—p(l—é)/ (Joor + ey — U)dFosy (59)

mr41

where F,; = F(m,1|m,,s2). Let * € {a,b}. Differentiating (59) using



Leibniz’s Rule,

om, oUu
— (1—=p)=2—1
ox ( 2 ox
om, = _ _ _
+p (1 - 5) aerl (J‘r+1 + HT+1 - U) f (mT+1‘mT7 372—)
* [0+ —=0)] =
—p(1— F;
o 5>/m[ ! AF,
< om, Mry1 — My \ =
—pP (1 - 5)/_ ox (JT-H + HT-H - U) (HS—2) dFT+1
mr41 T
Q=P —1-p(—0) [ AtfeOdE,,

= 0o mT+1 — — (60)
L+p (1 - 5) fm (‘]T-i-l + 1L - U) (%{W) A7

T+1
where J,,; is shorthand for the value of J.;; when m,.1 = m,q, Il is

defined analogously, and J,,; + II,,; = U by definition of m,;.
Applying the first result from Lemma 6,

om, —1—p(1=39) [ Aol dF, 1)
B 14 p(1=08) [ (Jrga + oy = U) (u) dF, 4,

Since O (Jr41 + I1,41) /Ob > 0 by Lemma 7, the numerator is negative. The
denominator is positive because J, 1 + II,4; > U for m,1 > m, 4 (with
equality only when m, 13 = m,.1); and m,,1 > m,1 > m, by Proposition 4.
Thus 9m../0b < 0.

Letting = a in (60) gives

om, (1=p) ?Tla] —1—=p(1-9) f,::H WCZFTH (62)
00 14 p(1=6) [ (Jrr + oy = U) (u) dF, 4,

As in (61), the denominator is positive. To sign the numerator note that for
all s > 1,

Jrrs+Is—U = pt+a+b+mys—(1—p)U
+p(1— 5)/ (Jrgst1 + Hrpsp1 = U) dFrisa

Mr4s+1

and differentiating gives the recursion

O (Jris + iy — U) oU
— 1 (1—p) 22
% (1-n) 5, (63)
© QU = Jypert — s
+p(1 - 5)/_ ( *5; - +1>dFT+S+1.

Mr4s+1



Repeated substitution of (63) into the numerator of (62) gives
amT_ [(1_p)%_g_ :|ZT
0a 14 p(1=0) [Z  (Jypr+ Ty — U) (u) dF, 4,

mr4+1

(64)

where

= Z (1—46 / / / dF, s dF. 5dF,y > 0. (65)

Mr41 Y Mry2 Mr4s

The numerator of (64) is negative, since OU/da < 1%,) by lemma 6. m

Appendix B The Steady State

B.1 Flows Into Unemployment

Let [ (a,b,7) denote the density of type a workers employed at type b firms
with tenure 7. The number of such workers entering unemployment in a given
period is

(1 —w)l(a,b,7)[Pr(m, <m;)+J]

— (1=u)i(a,b,7) [@ <;}/2> +51 (66)

where ® denotes the standard normal CDF. The flow into unemployment of
all type a workers from type b firms is

1—u2lab¢ { (m)w} (67)

and the aggregate flow into unemployment is

b1 OO m
(1—u) / / [(a,b,T) [‘P( 1/2)—1-5] dbda. (68)
bo =1

B.2 Vacancies

In the steady state, the probability A that a vacancy is filled is constant. Thus
the equilibrium number of vacancies opened by each firm, i.e., the solution



to (21), is also constant. Let v} denote the steady state number of vacancies
opened by a type b firm, i.e.,

vp = arg max (1;) A=) [z / IydF! — K (l)} — kou (69)

veN =0 ag

when )\ takes its steady state value and where F)' is the steady state distri-
bution of unemployed worker types defined below. Let f;, denote the density
function associated with the distribution Fj of firm types. The steady state
number of vacancies opened by all type b firms is ¢v} f, (b), and the steady
state stock of vacancies in the economy is

b1

v=20 [ vpfy(b)db. (70)

bo

B.3 Steady State Type Distributions

Each open vacancy is associated with a firm type b. Let fF(b) denote the
steady state distribution of firm types among open vacancies. This is

fi ()= 62 £, 0) ()

with corresponding CDF F;*. Workers use £}’ to compute the expected value of
employment in new matches before the identity of the matching firm is known.

Similarly, we can define the distribution F)* of unemployed worker types.
Firms use F to compute the expected value of employment in new matches
before the identity of the matching worker is known. Define the density of
employed type a workers:

I(a) = /b 1 > 1(a,b,7)db. (72)

Then the density function f; associated with F is

fola)=u"[fa(a) = (1 —u)l(a)], (73)

where f, is the density function associated with the distribution F, of worker
types.



B.4 Flows Out of Unemployment

The flow of type a workers out of unemployment and into type b firms is

m (u,v) fy (a) fy (b). (74)

Thus the aggregate flow out of unemployment is

a1 b1
m (u,v)/ /b fx(a) fy (b)dbda = m (u,v). (75)

The steady state flow-balance condition is the equality of (67) and (74) for
all worker types a and all firm types b. This implies the aggregate steady state
flow-balance (68) = (75) . The steady state level of unemployment is implicitly
defined by this equality when v takes its steady state value.

B.5 Firm size

Let

1(b) = / " > 1(a,b,7)da (76)

be the density of employment at type b firms. Then the average size of type b

firms is
(1 —u)l(b)
oh®) ()

Appendix C Data

C.1 Sample Construction

The sample is restricted to full-time private sector employees at their dom-
inant employer,*” between 25 and 65 years of age, who had no more than
44 employers in the sample period,’’ with real annualized earnings between
$1,000 and $1,000,000 (1990 dollars), employed in non-agricultural jobs that
included at least one full quarter of employment.*! The sample consists of 174

391 identify a dominant employer for each individual in each year. An individual’s domi-
nant employer in year ¢ is the employer at which her reported Ul earnings were largest that
year. About 87 percent of the Ul wage records correspond to employment at a dominant
employer.

40An extreme number of employment spells may reflect measurement error in the person
and firm identifiers. Around 0.5 percent of quarterly wage observations corresponded to
individuals with more than 44 employers over the sample period.

41 An individual employed at firm j in quarter ¢ is defined to have worked a full quarter
if she was employed at j in quarters ¢ — 1 and ¢ + 1.



million quarterly earnings observations on 9.3 million individuals employed
at approximately 575,000 firms, for a total of over 15 million unique worker-
firm matches. The quarterly records are annualized, yielding a sample of 49.3
million annual records.

C.1.1 The Dense Samples

The dense sampling algorithm of Woodcock (2005) ensures that individuals
are connected to a specified minimum number of other workers by means of
a common employer. In brief, this is achieved by sampling firms first, with
probabilities proportional to employment in a reference period. Workers are
then sampled within firms, with probabilities inversely proportional to firm
employment. A minimum of n employees are sampled from each firm. By
careful choice of sampling probabilities, the dense sample is equivalent to a
simple random sample of workers employed in the reference period (that is,
each worker has an equal probability of being sampled), but guarantees that
each worker is connected to at least n others by a common employer.

I draw two disjoint one percent dense random samples of workers employed
in 1997. Each worker is connected to at least n = 5 others.*?> For comparison,
I also draw a one percent simple random sample of workers employed in 1997.
Table 1 presents connectedness properties of the full sample, Dense Sample
1, and the simple random sample.*> The full sample is highly connected: the
largest connected group contains 99.06 percent of jobs. The dense sample
remains quite highly connected: about 92 percent of jobs are contained in
the two largest connected groups. This is in contrast to the simple random
sample: though about 80 percent of jobs are contained in the two largest
groups, only 84 percent are in groups containing at least 5 worker-firm matches.
By construction, all jobs in the dense samples are contained in groups of at
least 5 matches. In the simple random sample, fully 5.5 percent of jobs are
connected to no other.

C.2 Variable Creation and Missing Data Imputation

Missing data items include full-time status, education, tenure (for left-censored
job spells), initial experience, and (in some cases discussed below) the earn-
ings measure. Missing data items are multiply-imputed using the Sequential
Regression Multivariate Imputation (SRMI) method. See Rubin (1987) for

42The other parameters used to draw the dense samples, defined in Woodcock (2005), are
m = 0.5 and p = 0.004.
43 Characteristics of the two dense samples are virtually identical.



a general treatment of multiple-imputation; the SRMI technique is due to
Raghunathan et al. (2001); Abowd and Woodcock (2001) generalize SRMI to
the case of longitudinal linked data. SRMI imputes missing data in a sequen-
tial and iterative fashion on a variable-by-variable basis. Each missing data
item is multiply-imputed with draws from the posterior predictive distribution
of an appropriate generalized linear model under a diffuse prior. Estimates of
all imputation regressions are available on request. I generate three imputed
values of each missing data item. The result is three versions of the analy-
sis sample (“implicates”), each containing different imputed values for each
missing data item.

C.2.1 Real Annualized Earnings

Real annualized earnings are constructed from real full-quarter earnings. Full
quarter earnings are defined as follows. For individuals who worked a full
quarter at firm j in ¢, full-quarter earnings equal reported Ul earnings (about
80 percent of the analysis sample). For individuals who did not work a full
quarter in ¢, one of two earnings measures is used. If the individual worked
at least one full quarter in the four previous or subsequent quarters, and if re-
ported earnings in quarter ¢t were at least 80 percent of average real earnings in
the full quarters,** reported earnings are treated as full-quarter earnings (12.5
percent of the analysis sample). If on the other hand reported earnings are
less than 80 percent of average real average earnings in the full quarters, earn-
ings are imputed to the full-quarter level (7.5 percent of the analysis sample).
The imputation model is a linear regression on log real full quarter earnings.
Conditioning variables include up to four leads and four lags of full quar-
ter earnings (where available), year and quarter dummies, race, education (5
categories), labor market experience (linear through quartic terms), and SIC
division. Separate imputation models were estimated for men and for women.
For each quarter in which earnings are imputed to the full-quarter level, three
imputed values are drawn from the posterior predictive distribution under a
diffuse prior. Real full-quarter earnings are then annualized.

C.2.2 Education

Education is multiply-imputed from the 1990 Decennial Census long form. The
imputation model is an ordered logit. There are 13 outcome categories, corre-

4“4 The 80 percent cutoff was chosen as follows. For individuals that worked a full quarter
in g, the median ratio or quarter ¢ earnings to average full-quarter earnigns in quarters ¢ —4
to ¢ +4 was 0.8.



sponding to 0 through 20 years of education. Conditioning variables include
age (10 categories), vintiles of real annual earnings at the dominant employer
in 1990 or the year the individual first appeared in the sample, and SIC di-
vision. Separate imputation models were estimated for men and for women.
For each person, three imputed values are drawn from the normal approxi-
mation (at the mode) to the posterior predictive distribution under a diffuse
prior. The education measure is subsequently collapsed to five categories: Less
than high school, High school graduate, Some college or vocational training,
Undergraduate degree, and Graduate or professional degree.

C.2.3 Labor Market Experience

In the first quarter that an individual appears in the sample, I calculate po-
tential labor market experience as the greater of age at the beginning of the
quarter minus years of education minus 6, and zero. In each subsequent quar-
ter, labor market experience is accumulated using the individual’s realized
labor market history.

C.2.4 Tenure

All jobs with positive earnings in the first quarter of available data for that
state are presumed left-censored (33 percent of jobs). For non-left-censored
spells, tenure is set to 1 in the first quarter that there is a UI wage record, and
is subsequently accumulated using the individual’s employment history. For
left-censored spells, tenure as of the first quarter of 1990 is imputed using data
from the 1996 and 1998 CPS February supplements. The imputation model
is a linear regression on the natural logarithm of job tenure. Conditioning
variables include age (10 categories), vintiles of real annual earnings at the
dominant employer in 1990, education (5 categories), and SIC division. For
each left-censored job, three imputed values of tenure in 1990 quarter 1 were
drawn from the posterior predictive distribution under a diffuse prior. In
subsequent quarters, tenure is accumulated using the individual’s employment
history.

C.2.5 Full-Time Status

Full-time status is multiply-imputed using the 1982-1999 CPS March supple-
ments. The imputation model is a binary logit. Conditioning variables include
a quadratic in age, SIC division, year dummies, and vintiles of reported an-
nual earnings at the dominant employer. Separate imputation models were
estimated for men and for women. For each worker-firm match in each year,



three imputed values were drawn from the normal approximation (at the mode)
to the posterior predictive distribution under a diffuse prior.

C.3 Characteristics of the Samples

Table 2 presents basic summary statistics for the full analysis sample, the
two dense samples, and a simple random sample. The dense samples exhibit
properties virtually identical to those of the simple random sample, confirming
the analytic proof of equivalence in Woodcock (2005). Since these are point-
in-time samples, their properties differ slightly from those of the full sample.
In particular, they exhibit properties consistent with a sample of individuals
with a somewhat stronger-than-average labor force attachment: individuals in
the point-in-time samples are somewhat more likely to be male, are slightly
more educated, have somewhat longer average job tenure, earn slightly more,
and are somewhat more likely to work a full calendar year.

Appendix D Estimates on Log Earnings

Appendix Tables 1 through 4 replicate the estimation results from Tables 3
through 7 of the main text on log earnings. Similarly, Appendix Figures 1
through 4 replicate Figures 1 through 4 from the main text on log earnings.
The estimated variance components in Appendix Table 1 are interpreted as
follows. Conditional on all other effects, a one standard deviation increase in
«; increases earnings by o, log points. Similarly, a one standard deviation
increase in 1); increases earnings by oy log points. In general, the estimates
based on log earnings are qualitatively very similar to those reported in the
main text for earnings levels.



Combined Results From 3 Completed Data Implicates

APPENDIX TABLE 1
ESTIMATED VARIANCE COMPONENTS, REGRESSIONS ON LOG EARNINGS

Random Effects
Fixed Effect I\{;]Ii{ioén 1113 frfiecatls With Unrestricted
Estimator phetic Within-Match Error
Error .
Covariance
Std Std Std
Estimate™ Error® Estimate® Error® Estimate™® Error”
All Employment Spells
No Correction for Truncation
Variance of person effect (6°,)  0.290 (0.002)  0.230  (0.005) 0.177 (0.002)
Variance of firm effect (c°,) 0.077 (0.000)  0.153  (0.002) 0.076 (0.007)
Residual variance (¢7,) 0.061 (0.000)  0.044  (0.001) n/a n/a
Corrected for Truncation
Variance of person effect (6°,) 0.229  (0.005) 0.176 (0.002)
Variance of firm effect (6°,) 0.153  (0.002) 0.077 (0.006)
Residual variance (67,) 0.044  (0.001) n/a n/a
Truncation Correction (3;) 0.042  (0.002) 0.021 (0.001)
Left-Censored Spells Excluded
No Correction for Truncation
Variance of person effect (6°,)  0.293 (0.002) 0.236  (0.006) 0.181 (0.003)
Variance of firm effect (c°,) 0.078 (0.000)  0.151  (0.003) 0.077 (0.001)
Residual variance (¢7,) 0.065 (0.000)  0.049  (0.001) n/a n/a
Corrected for Truncation
Variance of person effect (6°,) 0.236  (0.005) 0.181 (0.003)
Variance of firm effect (6°,) 0.151 (0.003) 0.076 (0.001)
Residual variance (67,) 0.049  (0.001) n/a n/a
Truncation Correction () 0.004  (0.003) 0.017 (0.003)

* Arithmetic mean of parameter estimate across three completed data implicates.

b Square root of total variance of parameter estimate over three completed data implicates, as defined in Rubin (1987).

¢ Sample variance of estimated person and firm effects, averaged over three completed data implicates.

¢ Estimates based on multiply-imputed tenure for left-censored spells.



APPENDIX TABLE 2
CORRELATIONS AMONG ESTIMATED EFFECTS, LOG EARNINGS
Combined Results From 3 Completed Data Implicates

No Correction for Truncation

Fixed Effect Estimator y 0 o Un \ XB
Log Earnings (y) 1
Total Person Effect (0) 0.74 1

Unobserved Component (o) 0.66 0.91 1

Observed Component (Un) 0.34 0.41 0.00 1
Total Firm Effect (y) 0.45 0.03 0.00 0.09 1
Time-Varying Covariates (Xf3) 0.18 -0.30  -0.27 -0.12 0.05 1
Random Effects With Spherical Error
Log Earnings (y) 1
Total Person Effect (0) 0.80 1

Unobserved Component (o) 0.71 0.91 1

Observed Component (Un) 0.38 0.41 -0.01 1
Total Firm Effect (y) 0.47 0.03 -0.01 0.08 1
Time-Varying Covariates (Xp) 0.29 0.02 -0.03 0.11 0.04 1
Random Effects With Unrestricted Error Covariance
Log Earnings (y) 1
Total Person Effect (0) 0.82 1

Unobserved Component (o) 0.73 0.87 1

Observed Component (Un) 0.36 0.49 -0.01 1
Total Firm Effect (y) 0.54 0.22 0.20 0.09 1
Time-Varying Covariates (XJ) 0.30 0.02 -0.03 0.09 0.04 1

Corrected For Truncation

Random Effects With Spherical Error

Log Earnings (y) 1
Total Person Effect (8) 0.80 1

Unobserved Component (o) 0.71 0.91 1

Observed Component (Un) 0.38 0.41 -0.01 1
Total Firm Effect (y) 0.48 0.03 0.00 0.08 1
Time-Varying Covariates (Xf) 0.29 0.02 -0.03 0.12 0.05 1
Truncation Correction (B,A) -0.06  -0.01 -0.01 -0.02  -0.18 0.01
Random Effects With Unrestricted Error Covariance
Log Earnings (y) 1
Total Person Effect (0) 0.82 1

Unobserved Component (o) 0.73 0.87 1

Observed Component (Un) 0.36 0.49 -0.01 1
Total Firm Effect (y) 0.54 0.22 0.20 0.09 1
Time-Varying Covariates (XJ) 0.30 0.02 -0.03 0.09 0.04 1

Truncation Correction (B,\) -0.06 0.00 0.00 -0.01 -0.25 0.00




APPENDIX TABLE 3
WITHIN-MATCH ERROR COVARIANCE, REGRESSIONS ON LOG EARNINGS

Left-Censored Spells Excluded, Combined Results From 3 Implicates,
Fixed Effect Estimator

Tenure 1 2 3 4 5 6 7 8 9 10
1 .088
2 .022  .062
3 .004 .019 .052
4 -.004  .005 .017 .049
51 -.010 -.002 .005 016  .047
6] -015 -008 -.002 .005 .018 .052
71 -.015 -.010 -.004 .001 .008 .018 .047
8 -.016 -.011 -007 -003 .002 .007 .019 .050
9] -017 -013 -.009 -.005 -.002 .00l 010  .020  .052
10| -.017 -013 -.011 -.007 -.005 -.002 .005 012 .022  .060

Random Effect Estimator

Tenure 1 2 3 4 5 6 7 8 9 10
1 124
2] .066 .094
3 052  .066 .094
4] .047 059 070  .099
51 .041 .053 .063 .075 .098
6 .036 .049  .058 068  .078 .104
7 .031 .045 .054 064 072 .083 107
8] .030 .043 .052 .063 071 .078 .086 115
9 .032  .043 .051 062  .068 .075 .081 .091 118
10| .030 .041 .051 .061 066 .072 077 .083 .092 119

Random Effect Estimator, Corrected for Truncation

Tenure 1 2 3 4 5 6 7 8 9 10
1 .160
2 .076  .131
3 .057  .081 127
4 050 .069 .086 .134
51 .043 .061 .074  .093 132
6] .038 .054 .067 .082 .097 .139
71 .033 .049 061 .075 .087  .103 141
8 .031 046  .058 .073 .083 .094 106  .150
9] .032 046 .056 .070 .079  .088 .096 110 1153
10|  .030 .044  .055 069 076  .083 .090  .098 110 154
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Appendix Figure 1

Estimfted Rhe%resswon of Person Effect (Theta) on Firm Effect (Psi)
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Appendix Figure 2

Estimoted Re%ression of Person Effect (Theto) on Firm Effect (Psi)
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Appendix Figure 3
Estimated Sequence of Belief Variances, Log Earnings
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Appendix Figure 4
Cross-Sectional Variance of Mean Beliefs About Match Quality, Log Earnings
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