
Week Date Sections 
from FS2009

Part/ References Topic/Sections Notes/Speaker

1 Sept 7 I.1, I.2, I.3 Combinatorial 
Structures
FS: Part A.1, A.2
Comtet74
Handout #1
(self study)

Symbolic methods

2 14 I.4, I.5, I.6 Unlabelled structures

3 21 II.1, II.2, II.3 Labelled structures I

4 28 II.4, II.5, II.6 Labelled structures II

5 Oct 5 III.1, III.2 Combinatorial 
parameters
FS A.III
(self-study)

Combinatorial 
Parameters Asst #1 Due

6 12 IV.1, IV.2 Multivariable GFs

7 19 IV.3, IV.4 Analytic Methods
FS: Part B: IV, V, VI 
Appendix B4
Stanley 99: Ch. 6
Handout #1
(self-study)

Complex Analysis

8 26
IV.5 V.1

Singularity Analysis

9 Nov 2 Asymptotic methods Asst #2 Due

10
9 VI.1 Sophie

12 A.3/ C

Random Structures 
and Limit Laws
FS: Part C
(rotating 
presentations)

Introduction to Prob. Mariolys

11
18 IX.1 Limit Laws and Comb Marni

20 IX.2 Discrete Limit Laws Sophie

12
23 IX.3 Combinatorial 

instances of discrete Mariolys

25 IX.4 Continuous Limit Laws Marni

13 30 IX.5 Quasi-Powers and 
Gaussian limit laws Sophie

14 Dec 10 Presentations Asst #3 Due

Dr. Marni MISHNA, Department of Mathematics, SIMON FRASER UNIVERSITY
Version of: 11-Dec-09
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Quiz: Friday, January 21st (in class)

Reading

For Monday, Sections 3.5 and 3.6.
For Wednesday, Section 3.7.
For Friday, Section 8.1.

Assignment questions

Section 3.4: 8, 14.
Section 3.5: 4, 12.
Section 3.6: 4, 14, 24.
Instructor question: Bayes’ Theorem can be expressed in the form:

Pr(E|F ) =
Pr(F |E)Pr(E)

Pr(F )
.

The object of this question is to show how to use Bayes’ Theorem to solve a simple “practical” problem.

We consider a disease that affects 0.1% of a given population. Researchers have developed a test for this
disease that has the following properties:

1. when applied to a person with the disease, it will detect the disease with probability 0.99 (99% accuracy),

2. when applied to a healthy person, it will suggest this person has the disease (a false positive result) with
probability 0.02 (false positive result on 2% of the healthy population).

We want to answer a few questions:

• What is the probability that someone selected at random tests positive for the disease ?

• What is the probability that someone who tests positive really has the disease ?

We consider the following sample space, composed of four events. We denote by D the event “having the
disease” and by ND the event “not having the disease”. We denote by pos the event “testing positive” and by
neg the event “testing negative”. The sample space contains four events D.pos (a sick person tests positive),
D.neg (a sick person tests negative), ND.pos (a healthy person tests positive) and ND.neg (a healthy person
tests negative).

You can follow the following steps:

1. Translate the properties of the problem regarding the disease and the test in terms of probabilities
(possibly conditional probabilities).

2. Compute the probability of each of the possible events in the sample space.

3. Express the two probabilities we want to compute in terms of probabilities of events from the sample
space.

4. Use the probability computation formulas and probability axioms seen in class and Bayes’ Theorem to
compute values for the probabilities obtained in point (c).
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Some other questions worth trying

Section 3.4: 3, 7, 11.
Section 3.5: 1, 7, 15.
Section 3.6: 3, 5, 17.
Section 3.7: 1, 5.

Selected Hints & Answers

• 3.4, 8. 1/2.

• 3.4, 14. (a) 0.08 (b) 0.29.

• 3.5, 4. 21/26

• 3.5, 12. (i) 4/5 (ii) 1/2 (iii) 3/10 (iv) 3/5

• 3.6, 4. (a) 17/29 (b) 5/17

• 3.6, 14. 0.5

• 3.6, 24. (a) 1/4 (b) 1/4

• Instructor question. (a) There are 3 pieces of information to consider: 0.1% of the population has the
disease, and properties (1) and (2). (b) use the formula for conditional probabilities. (c) One probability is
conditional, one is not. (d) The probability that someone selected at random tests positive for the disease
is 0.02097. The probability that someone who tests positive has really the disease is 0.0472. In other
words, given the rarity of the disease, even if the test is positive, there is roughly a 5% chance that the
disease is in fact present.
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